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Abstract
The effect of small noise in a smooth dynamical system is negligible on any finite time interval; in this paper we study situations where the effect persists on intervals increasing to $\infty$. Such an asymptotic regime occurs when the system starts from an initial condition that is sufficiently close to an unstable fixed point. In this case, under appropriate scaling, the trajectory converges to a solution of the unperturbed system started from a certain random initial condition. In this paper we consider the case of one-dimensional diffusions on the positive half-line; this case often arises as a scaling limit in population dynamics.
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1. Introduction
In this paper we study a new approximation for a stochastic process that is generated by a nonlinear dynamical system started in the vicinity of an unstable fixed point. The processes we consider can be represented as deterministic dynamics perturbed by small noise. The well-known results of Kurtz [9] in the context of Markov jump processes or of Freidlin and Wentzell [4] in the context of diffusions state that the effect of some small noise is negligible on any finite time interval. This is known as the fluid limit approximation, which implies that, under appropriate conditions, the small noise limit of the stochastic process solves the approximating ordinary differential equation.

We are interested in situations for which the stochastic process starts near an unstable fixed point, such as 0, in which case the usual fluid approximation results in 0, and thus is uninformative. To give a more adequate approximation, we let intervals increase to $\infty$. This yields a fluid approximation with a random initial condition. The randomness comes via some random variable $W$, itself being the limit of the scaled linearized stochastic system, now as time goes to $\infty$. The new initial condition is given by a suitable transformation of $W$, being derived from the nonlinear deterministic dynamics in the fluid approximation. Such an approximation with a random initial condition is given in [1] for some nonlinear birth–death processes and in [3] for a discrete-time model of the polymerase chain reaction.

In this paper we consider the case of one-dimensional diffusions. Such processes arise, for example, as approximations to the Wright–Fisher model from evolutionary biology. Recently, heuristics for random initial conditions were given in [10], arguing for gamma-type distributions, that is, a sum of independent exponentials. Our theory yields a random Poisson sum of similar exponentials.
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The relevant approximation philosophy can be traced back to the work of Kendall [6] and Whittle [13] in the context of a Markovian SIR epidemic process. It was observed that such processes should behave much like a linear branching process near the unstable fixed point and elsewhere should look more like a solution of the deterministic equations. However, it emerges that rigorous implementation of the Kendall–Whittle heuristics is a nontrivial matter: it requires quite different and model-specific techniques.

The main difficulty while working with dynamical systems on increasing time intervals is that Grönwall’s inequality, which is the most common tool in this kind of analysis, ceases to be effective. A more efficient approximation can be constructed by means of a two-stage procedure. The whole time interval is split into two parts, on each of which the solution of the perturbed system is approximated in different ways: first it is coupled to linearized stochastic dynamics and then to its extrapolation along the deterministic flow that is generated by the unperturbed system.

The key ingredient of the method is a coupling that is tailored to the particular type of dynamics on a case-by-case basis. For the density-dependent birth–death processes as in [1], this can be done via an auxiliary collection of Poisson processes, properly synchronized with the jumps of the original system. For one-dimensional diffusions, this approach is no longer feasible; instead, we realize the coupling by using a Yamada–Watanabe type of approximation by a linear process, driven by the same Brownian motion.

2. The main result

Consider the stochastic differential equation (SDE) on \( \mathbb{R}_+ \)
\[
dX^\varepsilon_t = f(X^\varepsilon_t) \, dt + \sqrt{\varepsilon} \sigma(X^\varepsilon_t) \, dB_t, \quad t \geq 0, \tag{2.1}
\]
where \( B_t \) is standard Brownian motion, \( \varepsilon > 0 \) is a small parameter, and the functions \( f \) and \( \sigma \) satisfy the following assumptions.

(A1) The functions \( f : \mathbb{R}_+ \to \mathbb{R} \) and \( \sigma : \mathbb{R}_+ \to \mathbb{R}_+ \) are twice continuously differentiable with \( f(0) = \sigma(0) = 0, f'(0) > 0, \sigma'(0) > 0 \), and bounded second derivatives.

(A2) \( \sigma(\cdot) \) and its derivative are bounded.

(A3) \( f(\cdot) \) satisfies the drift condition
\[
(y - x)(f(y) - f(x)) \leq f'(0)(y - x)^2 \quad \text{for} \quad x, y \in \mathbb{R}_+.
\]

Assumption (A1) makes 0 an unstable fixed point of both (2.1) and the ordinary differential equation (ODE) obtained by removing the stochastic perturbation in (2.1),
\[
\frac{dx_t}{dt} = f(x_t), \quad t \geq 0. \tag{2.2}
\]

Smoothness of the coefficients and the drift condition (A1) are sufficient for the existence of a unique strong solution of (2.1) for any initial point \( X^\varepsilon_0 \in \mathbb{R}_+ \) (see, e.g. [7]). Similarly, the deterministic equation (2.2) admits a unique continuous solution subject to any \( x_0 \in \mathbb{R}_+ \). Henceforth, \( \phi_t(x) \) denotes the flow generated by (2.2).

The theory of small random perturbations (see, e.g. [4]) asserts that the effect of noise on any fixed time interval \([0, T]\) is negligible as \( \varepsilon \to 0 \).

**Theorem 2.1.** Let \( X^\varepsilon_t \) satisfy (2.1) with (A1)–(A3) and \( X^\varepsilon_0 \xrightarrow{\varepsilon} x_0 \in \mathbb{R}_+ \) as \( \varepsilon \to 0 \). Then, for any \( T \),
\[
\sup_{t \leq T} |X^\varepsilon_t - x_t| \xrightarrow{\varepsilon} 0 \quad \text{as} \quad \varepsilon \to 0,
\]
where \( x_t \) is the solution of (2.2) subject to the initial condition \( x_0 \).
Since 0 is a fixed point of the limit dynamics in (2.2), this theorem implies that the solution of (2.1), started from a small positive initial condition \( X^\varepsilon_0 = \varepsilon > 0 \), converges to 0 on any fixed bounded interval, i.e. for every finite \( T \geq 0 \),

\[
\sup_{t \leq T} |X^\varepsilon_t| \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

On the other hand, since the fixed point is unstable and the initial condition is nonzero, with positive probability, the trajectory \( X^\varepsilon_t \) may be pushed out of the vicinity of the origin and, after a sufficiently large period of time, may reach a significant magnitude. Such behaviour is missing from Theorem 2.1, but is captured in the following result.

**Theorem 2.2.** Let \( X^\varepsilon_t \) satisfy (2.1) with (A1)–(A3) subject to \( X^\varepsilon_0 = \varepsilon \in (0, 1) \); define \( T^\varepsilon := \log(1/\varepsilon)/f'(0) \). Then, for any \( T > 0 \),

\[
\sup_{t \in [0,T]} |X^\varepsilon_{T^\varepsilon+t} - x_t| \to 0 \quad \text{as} \quad \varepsilon \to 0,
\]

where \( x_t \) is the solution of (2.2) subject to the initial condition \( x_0 = H(W) \). The function \( H(x) \) and the random variable \( W \) are respectively the limit of the scaled flow

\[
H(x) = \lim_{t \to \infty} \phi_t(xe^{-f'(0)t}), \quad x \geq 0,
\]

and the almost-sure martingale limit

\[
W := \lim_{t \to \infty} e^{-f'(0)t} Y_t
\]

of the solution to the linearized system

\[
Y_t = 1 + \int_0^t f'(0)Y_s \, ds + \int_0^t \sqrt{\sigma'(0)Y_s} \, dB_s.
\]

**Remark 2.1.** (a) Both the random variable \( W \) and the function \( H(\cdot) \), arising in the limit, admit explicit characterizations. As recalled in Section 4.2 below, \( W \) has the compound Poisson distribution with rate \( 2a \) and exponentially distributed jumps with mean \( 1/(2a) \). The function \( H(\cdot) \) admits the explicit expression (4.2), elaborated in Proposition 4.1 below.

(b) Approximation (2.3) reveals that the trajectory of (2.1), when started near the unstable fixed point and observed at a suitably increasing sequence of times, converges to the solution of the same deterministic system (2.2) as in Theorem 2.1, but now it has a random initial condition.

Note that \( P(x_0 = 0) = P(W = 0) = e^{-2a} > 0 \) and, hence, the limiting trajectory can be 0 with probability greater than 0. This corresponds to the event on which the process \( X^\varepsilon_t \) is absorbed at 0 in some finite time. On the event \( \{W > 0\} \), the trajectories converge to a nontrivial curve whose initial point is random. This type of randomness has been observed in biological models of sweeps (see, e.g. [10]).

**Example 2.1.** (Wright–Fisher diffusion with selection.) The SDE

\[
dX^\varepsilon_t = aX^\varepsilon_t(1 - X^\varepsilon_t) \, dt + \sqrt{\varepsilon} \sqrt{X^\varepsilon_t(1 - X^\varepsilon_t)} \, dB_t
\]

fits the above framework with \( f(x) = ax(1 - x) \) and \( \sigma(x) = x(1 - x) \). This equation describes the evolution of an allele frequency in a population and is known as the Wright–Fisher diffusion with selection coefficient \( a \). It has two absorbing states, 0 and 1, so that, for \( X^\varepsilon_0 \in [0, 1] \), the trajectory is confined to the unit interval, \( X^\varepsilon_t \in [0, 1] \) for all \( t \geq 0 \). In particular, all the
assumptions of Theorem 2.2 are satisfied: \( f(\cdot) \) and \( \sigma(\cdot) \) can be defined arbitrarily outside the state space \([0, 1]\) and, hence, their derivatives can be chosen to be bounded, etc., so that assumptions \((A_1)-(A_3)\) are met.

Using the expression for the deterministic flow

\[
\phi_t(x) = \frac{xe^{at}}{1 - x + xe^{at}},
\]

it follows that

\[
H(x) = \lim_{t \to \infty} \phi_t(xe^{-at}) = \frac{x}{1 + x}.
\]

Hence, the random initial condition is given by

\[
x_0 = \frac{W}{W + 1}.
\]

**Example 2.2.** *(Balancing selection model)* The SDE

\[
dX_t^\varepsilon = aX_t^\varepsilon (1 - X_t^\varepsilon)(1 - 2X_t^\varepsilon) \, dt + \sqrt{\varepsilon} \sqrt{X_t^\varepsilon (1 - X_t^\varepsilon)} \, dB_t
\]

fits the above framework with \( f(x) = ax(1 - x)(1 - 2x) \) and \( \sigma(x) = x(1 - x) \). The fluid limit is given by the ODE

\[
\frac{dx_t}{dt} = ax_t(1 - x_t)(1 - 2x_t), \quad t \geq 0,
\]

which generates the flow

\[
\phi_t(x) = \frac{1}{2} \left( 1 - \frac{1 - 2x}{\sqrt{4x(1 - x)(e^{at} - 1) + 1}} \right), \quad x \in (0, \frac{1}{2}).
\]

It now follows that

\[
H(x) = \lim_{t \to \infty} \phi_t(xe^{-at}) = \frac{1}{2} \left( 1 - \frac{1}{\sqrt{4x + 1}} \right).
\]

Hence, the random initial condition in Theorem 2.2 for this model is given by

\[
x_0 = \frac{1}{2} \left( 1 - \frac{1}{\sqrt{4W + 1}} \right).
\]

3. **On some recent related work**

In this section we describe some recent research on approximations to population processes that start near an unstable fixed point of the approximating system.

3.1. **Random time shift**

Recent work in [2] contains an important step in the rigorous realization of the ideas of Kendall [6] and Whittle [13]; its setting is of nonlinear birth–death processes. The essence of this work is that the stochastic system is similar to the approximating deterministic system except for a *random time shift*. To explain the setting, consider the ‘bare bones’ evolution model of Klebaner *et al.* [8], in which a mutation appears in an established population, after which the two subpopulations compete. This is treated as a pure-jump Markov process \( Z^K(t) \) on \( \mathbb{Z}_+^2 \), in
which process the first component counts wild-type individuals, initially around their carrying capacity, and the second counts mutant individuals. The transition rates are as follows:

\[
\begin{align*}
    z &\rightarrow z + (1, 0) \quad \text{at rate} \quad a_1 z_1, \\
    z &\rightarrow z + (-1, 0) \quad \text{at rate} \quad z_1((z_1/K) + \gamma(z_2/K)), \\
    z &\rightarrow z + (0, 1) \quad \text{at rate} \quad a_2 z_2, \\
    z &\rightarrow z + (0, -1) \quad \text{at rate} \quad z_2(\gamma(z_1/K) + (z_2/K));
\end{align*}
\]

Here \( K \) is a large parameter that controls the carrying capacities of the populations, and \( a_1, a_2, \) and \( \gamma \) are positive constants.

Initially, the first component \( Z^K_2(0) \) has a value near its carrying capacity \( a_1 K \) and no mutants are present in the population, so \( Z^K_2(0) = 0 \). At time 0 a number of mutant individuals are introduced, so \( Z^K_2(0) \) is a (small) positive integer, where ‘small’ means much less than \( K \). The mutants and wild-type individuals differ only through their birth rates \( a_1 \) and \( a_2 \). Each species has \( \text{per capita} \) death rate given by the density of its own population, together with an additional component of \( \gamma \) times the density of individuals of the other species. If \( \gamma > 1 \), members of the other species result in a higher mortality rate than if they were of the same species; if \( \gamma < 1 \), they result in a lower mortality rate, favouring the possibility of coexistence. If \( a_2 < \gamma a_1 \), the mutants have negligible chance of survival, but, if \( a_2 > \gamma a_1 \), there is a positive probability that the mutant strain may become established. In this case, if \( a_1 > \gamma a_2 \) also, the two populations eventually come to coexist.

Define the density process \( X^K(t) = Z^K(t)/K \), and let

\[
f(x) = \begin{pmatrix} a_1 x_1 - x_1^2 - \gamma x_1 x_2 \\ a_2 x_2 - x_2^2 - \gamma x_1 x_2 \end{pmatrix}.
\]

If \( X^K(0) \to x(0) \) as \( K \to \infty \) then, by Theorem 3.1 of [9], for \( T > 0 \) and as \( K \to \infty \),

\[
\sup_{0 \leq t \leq T} \| X^K(t) - x(t) \| \overset{z}{\to} 0,
\]

where \( x(t) \) solves ODE (2.2) subject to the initial condition \( x(0) = (a_1, 0) \). This is an unstable fixed point for the deterministic dynamics above. Hence, the limit trajectory is constant and equal to \( x(0) \) on any finite interval \([0, T]\).

The heuristic reasoning for the approximation in [2] is as follows. Initially, \( X^K \) is near \((a_1, 0)\) and the mutant component \( Z^K_2(t) \) is approximated by a linear birth–death process \( Y(t) \) with \( \text{per capita} \) birth rate \( a_2 \), death rate \( \gamma a_1 \), and corresponding survival rate \( \beta = a_2 - \gamma a_1 \); also, \( Y(t) \) starts from \( Y(0) := Z^K_2(0) \). Since, for a birth–death process \( Y \), the process \( Y(t)e^{-\beta t} \) is a martingale with a nondegenerate limit \( W \), say, we then argue that

\[
X^K_2(t) = \frac{Z^K_2(t)}{K} \approx \frac{Y(t)}{K} \approx \frac{1}{K} e^{\beta t} W = \frac{1}{K} e^{\beta(t+\beta^{-1}\log W)}.
\]

(3.1)

On the other hand, the dynamics at (2.2) after linearization are governed by \( f(\cdot) \) near the fixed point \((a_1, 0)\), leading to \( \dot{x}(t) \approx Bx(t) \), where the Jacobian matrix

\[
B = \begin{pmatrix} -a_1 & -\gamma a_1 \\ 0 & a_2 - \gamma a_1 \end{pmatrix}.
\]
Hence, $x(t) \approx e^{\beta t} x(0)$ and
\[ x_2(t) \approx \frac{1}{K} e^{\beta t} Z_2^K(0) = \frac{1}{K} e^{(t+\beta^{-1} \log Z_1^K(0))} = \frac{1}{K} e^{(t+\beta^{-1} \log \mathbb{E}W)}, \tag{3.2} \]
where we have used the martingale property $Y(0) = \mathbb{E}Y(t)e^{-\beta t} = \mathbb{E}W$. Comparing the two approximations in (3.1) and (3.2), we conclude that the stochastic and deterministic paths differ by the random time shift $\beta^{-1}(\log W - \log \mathbb{E}W)$. These heuristics are made precise in [2, Theorem 1.2], where, for a certain class of stochastic systems, including the ‘bare bones’ model above as a special case, there is derived a nonasymptotic approximate solution in terms of trajectories of the corresponding ODE shifted by the random quantity $\log W - \log \mathbb{E}W$.

### 3.2. Random initial condition
Fluid approximation on increasing time intervals also leads to differential equations with random initial conditions. This phenomenon was recently studied in [1] in the context of density-dependent populations. Let $Z_t^K$ be a $\mathbb{Z}_+\text{-valued}$ continuous-time birth–death process with respective per capita birth and death rates
\[ \lambda - (\lambda - \mu)g_1 \left( \frac{z}{K} \right) \quad \text{and} \quad \mu + (\lambda - \mu)g_2 \left( \frac{z}{K} \right), \]
where $\lambda > \mu \geq 0$ are fixed constants, and $g(\cdot) = g_1(\cdot) + g_2(\cdot)$ is an increasing function with $g(0) = 0$ and $g(x_\infty) = 1$ for some $x_\infty \in (0, \infty)$. As before, $K$ is a parameter, thought of as being large, that is representative of the carrying capacity of the population.

The process $Z_t^K$ admits the decomposition
\[ Z_t^K = Z_0^K + (\lambda - \mu) \int_0^t Z_s^K \left( 1 - g \left( \frac{Z_s^K}{K} \right) \right) ds + M_t, \quad t \geq 0, \tag{3.3} \]
where $M_t$ is a martingale with predictable quadratic variation
\[ \langle M \rangle_t = \int_0^t Z_s^K \left( \lambda + (\lambda - \mu) \left[ g_2 \left( \frac{Z_s^K}{K} \right) - g_1 \left( \frac{Z_s^K}{K} \right) \right] \right) ds. \]

On dividing both sides of (3.3) by $K$, the density process $X_t^K := Z_t^K / K$ satisfies
\[ X_t^K = X_0^K + (\lambda - \mu) \int_0^t X_s^K \left( 1 - g(X_s^K) \right) ds + \frac{M_t}{\sqrt{K}}, \quad t \geq 0, \]
where $\langle M \rangle_t := \langle M \rangle_t / K$ depends only on $X_t^K$. Then, under appropriate technical conditions, Theorem 3.1 of [9] implies that the density process $X_t^K$ converges as $K \to \infty$ to the solution of the ODE
\[ \frac{d}{dr} x_t = (\lambda - \mu)x_t(1 - g(x_t)), \quad t \geq 0, \tag{3.4} \]
since, if the initial population size $Z_0^K$ is random with respect to $K$ and, hence, the initial limit density $x_0 = 0$, then we obtain the trivial limit $x_t = 0$ for $t \in [0, T]$.

The main result in [1] asserts that, for any $T > 0$ and $T_K := (\log K) / (\lambda - \mu)$, as $K \to \infty$,
\[ \sup_{t \leq T} |X_{t+T_K} - x_t| \to 0, \]
where $x_t$ solves (3.4) subject to the random initial condition $x_0 := G^{-1}(\log W)$ with

$$G(x) := \int_0^x \frac{g(u)}{u[1 - g(u)]} \, du + \log x, \quad x \in \mathbb{R}_+,$$

(3.5)

and the random variable $W$ is the almost-sure limit $\lim_{t \to \infty} W_t$ of the martingale

$$W_t := e^{-(\lambda - \mu)t} Y_t,$$

where $Y_t$ is the continuous-time Galton–Watson branching process with constant per capita rates $\lambda$ and $\mu$, suitably defined on the same probability space.

3.3. An application to a polymerase chain reaction

So far, theoretical considerations have been our main motivation, but fluid approximations on growing intervals can also be of practical interest. One example is an application to a polymerase chain reaction (PCR) suggested in [3]. The model contains the Michaelis–Menten constant $K$ which is large in terms of the number of molecules. A PCR typically starts from a very low concentration of initial DNA strands which are not observable at first, but become so after a number of iterations. This seems to be consistent with the theory, proposed in [3], which predicts that DNA concentration rises to a measurable level after the number of repetitions is of order $\log K$. Once the reaction becomes observable, the analytic approximation features random initial conditions, and these can have practical implications. Since this model is in discrete time and uses discrete-time techniques, we omit further details here.

3.4. Contribution of this paper

As mentioned in the introduction, the key element of our program is the realization of a coupling to the linear stochastic process. While we use the broad term ‘coupling’, it can mean different things in different situations. For the multi-dimensional birth–death processes of [2], the coupling is done by applying an abstract general result of Thorisson [12]. The nonlinear and linear processes are coupled trajectory-wise of full probability on the limit set. This technique relies on our ability to evaluate the total variation distance between the nonlinear and linear processes. For the one-dimensional birth–death processes of [1], the coupling is done by constructing two linear processes with constant rates such that the nonlinear process is sandwiched between them. This is done in such a way that in the limit both linear processes, and hence also the nonlinear process, converge to the same limit under appropriate scaling.

The results of the present paper are closer in spirit to those of [1]. Here coupling uses the same driving Brownian motion for both the original nonlinear process and its approximation with linear drift, and the latter is a Feller branching diffusion (2.5). To show that these processes are close, we use a smooth approximation to the absolute value function, akin to the Yamada–Watanabe approach to the analysis of one-dimensional diffusions with nonsmooth coefficients.

Our other contribution is of a more conceptual flavour: it is the identification of the nonlinearity $H(\cdot)$ as the limit of the scaled flow (2.4), generated by the differential equation in the fluid approximation

$$H(x) = \lim_{t \to \infty} \phi_t(xe^{-f'(0)t}).$$

In the one-dimensional case this limit admits the closed-form expression $H(x) = G^{-1}(\log x)$, where $G(\cdot)$ is defined in (4.2) below (cf. (3.5)). We conjecture that this new characterization remains valid in higher-dimensional models, such as that considered in [2], and as such it may prove to be useful in further exploration of the subject.
4. Proof of Theorem 2.2

Without loss of generality, we fix the normalization $\eta'(0) = 1$ and set $a := f'(0) > 0$. The main step in the proof is to establish the convergence in (2.3) at $t = 0$, namely,

$$X_T^e \xrightarrow{e} H(W) \quad \text{as } e \to 0. \quad (4.1)$$

The rest of the proof then follows by a change of time scale. Indeed, on writing $\tilde{X}^e_t = X_{T^e+t}$ and $\tilde{B}_t = B_{T^e+t} - B_{T^e}$, from (2.1) we obtain

$$\tilde{X}^e_t = \tilde{X}^e_0 + \int_0^t f(\tilde{X}^e_s) \, ds + \int_0^t \sqrt{\varepsilon \sigma(\tilde{X}^e_s)} \, d\tilde{B}_s,$n

and the result follows from (4.1) by Theorem 2.1.

The proof of (4.1) consists of a number of steps given as propositions in the rest of the paper. First we establish the existence of a nontrivial limit function $H(\cdot)$ that appears in the random initial condition. Next we consider an auxiliary Feller branching diffusion and its martingale limit $W$. Then we show the convergence of processes on finite intervals under appropriate rescaling. Finally, all these ingredients are assembled together to construct the main approximation, yielding the statement of Theorem 2.2.

4.1. The function $H(\cdot)$

**Proposition 4.1.** The limit in (2.4) exists, uniformly on compact sets. It is given by $H(x) = G^{-1}((\log x)/a)$, where

$$G(x) := \int_0^x \left(\frac{1}{f(u)} - \frac{1}{au}\right) \, du + \frac{\log x}{a}. \quad (4.2)$$

**Proof.** The function $f$ is continuously differentiable by (A1), so the flow $\phi_t(x)$ is differentiable in both variables and the derivative $\phi_t'(x) = \partial_x \phi_t(x), \ x > 0$, satisfies both $\phi_0'(x) = 1$ and

$$\frac{d}{dt} \phi_t'(x) = f'(\phi_t(x)) \phi_t'(x), \quad t \geq 0.$$

Let

$$x^* = \begin{cases} \infty & \text{if } f(x) > 0 \text{ for all } x > 0, \\ \inf\{x > 0 : f(x) = 0\} & \text{otherwise.} \end{cases}$$

Since the interval $(0, x^*)$ is invariant under the flow, $f(\phi_t(x)) > 0$, and

$$\phi_t'(x) = \exp\left(\int_0^t f'(\phi_s(x)) \, ds\right) = \exp\left(\int_0^t \frac{f'(\phi_s(x))}{f(\phi_s(x))} \, d\phi_s(x)\right) = \frac{f(\phi_t(x))}{f(x)}.$$

Define $h_t = \phi_t(xe^{-at})$. Then $h_t$ satisfies

$$h_t' = \frac{d}{dt} \phi_t(xe^{-at}) = f(h_t) - axe^{-at} \phi_t'(xe^{-at})$$

$$= f(h_t) - axe^{-at} \frac{f(\phi_t(xe^{-at}))}{f(xe^{-at})}$$

$$= f(h_t) \left[1 - \frac{axe^{-at}}{f(xe^{-at})}\right].$$
Let $t_0 \geq 0$ be any point such that $xe^{-at_0} \in (0, x^*)$; then, by rearranging and integrating,

\[ \int_{t_0}^t \frac{dh_s}{f(h_s)} = \int_{t_0}^t \left( 1 - a \frac{xe^{-as}}{f(xe^{-as})} \right) ds = \int_{xe^{-at_0}}^{xe^{-at}} \left( \frac{1}{au} - \frac{1}{f(u)} \right) du, \quad t \geq t_0. \]

Now $f(\cdot)$ has a bounded second derivative, so, for all sufficiently small $x > 0$,

\[
\left| \frac{1}{ax} - \frac{1}{f(x)} \right| = \left| \frac{f(x) - ax}{axf(x)} \right| \\
= \frac{1}{axf(x)} \left| \int_0^x \int_0^u f''(v) dv \, du \right| \\
\leq \|f''\|_{\infty} \frac{x}{a} \frac{1}{f(x)} \\
\leq \|f''\|_{\infty} \frac{x}{a} \frac{1}{ax - x^2 \|f''\|_{\infty}} \\
\leq C
\]

for some constant $C$. In particular, the function $x \mapsto 1/f(x) - 1/(ax)$ is integrable at $0$ and we can define $G(x)$ as in (4.2) for $x \in (0, x^*)$. This function is continuous and strictly increasing because $G'(x) = 1/f(x) > 0$ for $x \in (0, x^*)$ and

\[ G(h_t) - G(h_t_0) = \int_{xe^{-at}}^{xe^{-at_0}} \left( \frac{1}{au} - \frac{1}{f(u)} \right) du. \tag{4.3} \]

For any fixed $c \in (0, x^*)$, we can write

\[ G(x) = \int_0^c \left( \frac{1}{f(u)} - \frac{1}{au} \right) du + \frac{1}{a} \log c + \int_c^x \frac{1}{f(u)} du. \]

Hence, for $x^* \in (0, \infty)$, $\lim_{x \to x^*} G(x) = \infty$ because $f$ has a bounded second derivative. Note that drift condition (A3) implies that $f(x) \leq ax$ for all $x \geq 0$ and, hence, $\lim_{x \to x^*} G(x) = \infty$ also when $x^* = \infty$, i.e. when $f(x) > 0$ for all $x > 0$. Since we also have $\lim_{x \to 0} G(x) = -\infty$, $G(\cdot)$ is a bijection from $(0, x^*)$ onto $\mathbb{R}$ with continuous inverse. Therefore, by (4.3), the limit

\[ H(x) = \lim_{t \to \infty} h_t(x) \]

exists and satisfies

\[ G(H(x)) = G(h_t_0) + \int_0^{xe^{-at_0}} \left( \frac{1}{au} - \frac{1}{f(u)} \right) du, \]

where the convergence is uniform over $x$ on compact sets. This claim follows from the fact that the right-hand side does not depend on the choice of $t_0$:

\[
G(H(x)) = G(h_t_0) + \int_0^{xe^{-at_0}} \left( \frac{1}{au} - \frac{1}{f(u)} \right) du \\
= \int_0^{h_0} \left( \frac{1}{f(u)} - \frac{1}{au} \right) du + \frac{1}{a} \log h_0 + \int_{xe^{-at_0}}^{xe^{-at}} \left( \frac{1}{au} - \frac{1}{f(u)} \right) du \\
= \int_{xe^{-at_0}}^{h_0} \frac{1}{f(u)} du + \frac{1}{a} \log x - t_0 \\
= \frac{1}{a} \log x.
\]

The last equality holds by the definition of $h_t_0$. \[\square\]
Remark 4.1. The function $H(x)$ has two particular properties.

(H1) $H(\cdot)$ is a nontrivial solution of the ODE $H'(x) = f(H(x))/(ax)$, $x > 0$, for which $H(0) = 0$. This property can be seen directly from the explicit formula $H(x) = G^{-1}((\log x)/a)$.

(H2) $H(\cdot)$ solves Schröder’s functional equation

$$H(x) = \phi_s \circ H(xe^{-at})$$

for all $x > 0$ and $s > 0$. (4.4)

To show (4.4), take the limit $t \to \infty$ in the equation for the semigroup property of the flow $\phi_t(xe^{-at}) = \phi_s \circ \phi_{t-s}(xe^{-at}e^{-a(t-s)})$ and use continuity.

4.2. Feller’s branching diffusion

The basic element of the approximation is Feller’s branching diffusion

$$Y_t = 1 + \int_0^t a Y_s \, ds + \int_0^t \sqrt{Y_s} \, dB_s, \quad t \geq 0,$$

(4.5)
driven by the same Brownian motion as in (2.1). The rescaled process $W_t := e^{-at}Y_t$ is a nonnegative martingale with a nondegenerate almost-sure limit

$$W := 1 + \int_0^\infty e^{-as} \sqrt{Y_s} \, dB_s.$$ (4.6)

An explicit expression is available for the Laplace transform of $Y_t$ (see, e.g. [11, Lemma 5, p. 28]):

$$E e^{-\lambda Y_t} = \exp\left(-\frac{\lambda ae^{at}}{a + \lambda(e^{at} - 1)/2}\right). \quad \lambda > 0.$$ Thus,

$$E e^{-\lambda W} = \lim_{t \to \infty} E e^{-\lambda W_t} = \exp\left(-\frac{2\lambda \lambda}{2a + \lambda}\right) = E \exp\left(-\lambda \sum_{j=0}^\Pi \tau_j\right)$$

with independent random variables $\Pi \sim \text{Poi}(2a)$ and $\tau_j \sim \text{Exp}(2a)$. We show in Section 4.4 that the random variable $W$ emerges in the limit claimed in Theorem 2.2.

4.3. Approximation on bounded intervals

The next lemma shows that, under appropriate scaling, the solution of (2.1) converges to the Feller branching diffusion (4.5) on bounded intervals.

Lemma 4.1. Let $\bar{X}_t^\varepsilon := \varepsilon^{-1} X_t^\varepsilon$, where $X_t^\varepsilon$ is the solution of (2.1) subject to $X_0^\varepsilon = \varepsilon$. Then, for all $t \geq 0$,

$$\bar{X}_t^\varepsilon \xrightarrow{L^1} Y_t \quad \text{as} \ \varepsilon \to 0,$$

where $Y_t$ is the solution of (4.5).

Proof. The process $\bar{X}_t^\varepsilon$ satisfies

$$\bar{X}_t^\varepsilon = 1 + \int_0^t \varepsilon^{-1} f(\varepsilon \bar{X}_s^\varepsilon) \, ds + \int_0^t \sqrt{\varepsilon^{-1} \sigma(\varepsilon \bar{X}_s^\varepsilon)} \, dB_s.$$ (4.7)
First we show that the moments of $X_ε^t$ are bounded, uniformly in $ε$ on any finite time interval. From the drift condition (A3), $f(x) ≤ ax$ for all $x ≥ 0$. Then the standard localization of the stochastic integral gives

$$E[X_ε^t] = 1 + E \int_0^t \epsilon^{-1} f(\epsilon X_ε^s) \, ds \leq 1 + \int_0^t a E[X_ε^s] \, ds,$$

and, by Grönwall’s inequality,

$$E[X_ε^t] ≤ e^{at} \text{ for all } t > 0.$$  \hfill (4.8)

Now define $W_ε^t := e^{-at} X_ε^t$. Then

$$W_ε^t = 1 + \int_0^t e^{-as} \epsilon^{-1} f(\epsilon X_ε^s) \, ds + \int_0^t e^{-as} \sqrt{\epsilon^{-1} \sigma(\epsilon X_ε^s)} \, dB_s \leq 1 + \int_0^t e^{-as} \epsilon^{-1} \sigma(\epsilon X_ε^s) \, dB_s,$$

where the inequality holds because $\epsilon^{-1} f(\epsilon x) ≤ ax$. Since $W_ε^t$ is positive,

$$E(W_ε^t) ≤ 1 + \epsilon \sup_t E[X_ε^t] ≤ 1 + \epsilon \sup_t m_2(t),$$

where we have used (4.8). Consequently,

$$E[X_ε^t]^2 ≤ \left(1 + \epsilon \sup_t \frac{\|σ'\|_∞}{a}\right) e^{2at} =: m_2(t).$$  \hfill (4.10)

For $ε ∈ (0, 1)$, let

$$ψ_ε(u) := \frac{1}{u \log(1/\sqrt{ε})} 1_{[ε ≤ u ≤ \sqrt{ε}]},$$

and define

$$h_ε(x) := \int_0^{|x|} \int_0^y ψ_ε(u) \, du \, dy, \quad x ∈ \mathbb{R}.$$ 

Obviously,

$$h_ε'(x) = \int_0^x ψ_ε(u) \, du = \begin{cases} 0, & 0 < x ≤ ε, \\ \log(x/ε), & ε < x ≤ \sqrt{ε}, \\ \log(1/\sqrt{ε}), & x > \sqrt{ε}, \\ 1, & \end{cases}$$

so $|h_ε'(x)| ≤ 1$. Since $h_ε(x)$ is symmetric around 0, $h_ε'(x) ≥ 1_{[x ≥ \sqrt{ε}]}$ for $x > 0$ and $h_ε(0) = 0$, so we also have

$$|x| ≤ h_ε(x) + \sqrt{ε}.$$ 

The function $h_ε(x)$ is a smooth approximation of $|x|$, used in the proof of the Yamada–Watanabe theorem and related applications (see, e.g. [5]).

Note from (4.5) and (4.7) that the difference $Z_ε^t := Y_t - X_ε^t$ satisfies

$$dZ_ε^t = aZ_ε^t \, dt - (\epsilon^{-1} f(\epsilon X_ε^t) - a X_ε^t) \, dt + \left(\sqrt{Y_t} - \sqrt{\epsilon^{-1} \sigma(\epsilon X_ε^t)}\right) \, dB_t.$$
subject to $Z_0^\varepsilon = 0$. Applying Itô’s formula to $h_\varepsilon(Z_\cdot^\varepsilon)$, we conclude that

$$|Z_t^\varepsilon| \leq \sqrt{\varepsilon} + h_\varepsilon(Z_t^\varepsilon) = \sqrt{\varepsilon} + \int_0^t I_\varepsilon(s) \, ds + \frac{1}{2} \int_0^t J_\varepsilon(s) \, ds + M_\varepsilon(t), \quad (4.11)$$

where

$$I_\varepsilon(t) := h'_\varepsilon(Z_t^\varepsilon)(a Z_t^\varepsilon - \varepsilon^{-1} f(\varepsilon X_t^\varepsilon) - a X_t^\varepsilon),$$

$$J_\varepsilon(t) := h''_\varepsilon(Z_t^\varepsilon)
\left(\sqrt{Y_t} - \sqrt{\varepsilon^{-1} \sigma(\varepsilon X_t^\varepsilon)}\right)^2,$$

$$M_\varepsilon(t) := \int_0^t h'_\varepsilon(Z_s^\varepsilon)
\left(\sqrt{Y_s} - \sqrt{\varepsilon^{-1} \sigma(\varepsilon X_s^\varepsilon)}\right) \, dB_s.$$

Since $|h'(x)| \leq 1$ and $|\varepsilon^{-1} f(\varepsilon x) - ax| \leq \varepsilon \|f''\|_\infty x^2$, the first term satisfies

$$|I_\varepsilon(s)| \leq a |Z_s^\varepsilon| + \varepsilon \|f''\|_\infty (X_s^\varepsilon)^2.$$

Furthermore, since $\sqrt{x}$ has global Hölder exponent $\frac{1}{2}$,

$$\left(\sqrt{x} - \sqrt{\varepsilon^{-1} \sigma(\varepsilon x)}\right)^2 \leq |y - \varepsilon^{-1} \sigma(\varepsilon x)| \leq |y - x| + \varepsilon \|\sigma''\|_\infty x^2, \quad x, y \in \mathbb{R}_+,$$

and, therefore, using the estimate for $h''_\varepsilon(x)$,

$$|J_\varepsilon(t)| \leq |h''_\varepsilon(Z_t^\varepsilon)|
\left(\sqrt{Y_t} - \sqrt{\varepsilon^{-1} \sigma(\varepsilon X_t^\varepsilon)}\right)^2$$

$$\leq \frac{1}{|Z_t^\varepsilon| \log(1/\sqrt{\varepsilon})} \mathbb{1}_{\varepsilon \leq |Z_t^\varepsilon| \leq \sqrt{\varepsilon}}(|Z_t^\varepsilon| + \varepsilon \|\sigma''\|_\infty (X_t^\varepsilon)^2)$$

$$\leq \frac{1}{\log(1/\sqrt{\varepsilon})} \left(1 + \|\sigma''\|_\infty (X_t^\varepsilon)^2\right).$$

Similarly, by (4.12), the quadratic variation of $M_\varepsilon$ is bounded by

$$\langle M_\varepsilon \rangle_t \leq \int_0^t (h'_\varepsilon(Z_s^\varepsilon))^2
\left(\sqrt{Y_s} - \sqrt{\varepsilon^{-1} \sigma(\varepsilon X_s^\varepsilon)}\right)^2 \, ds$$

$$\leq \int_0^t |Z_s^\varepsilon| \, ds + \varepsilon \|\sigma''\|_\infty \int_0^t (X_s^\varepsilon)^2 \, ds$$

$$\leq \int_0^t (Y_s + X_s^\varepsilon) \, ds + \varepsilon \|\sigma''\|_\infty \int_0^t (X_s^\varepsilon)^2 \, ds.$$

Since the moments of $Y_t$ and $X_t^\varepsilon$ are bounded on $[0, T]$ uniformly in $\varepsilon$, the latter implies that

$$\mathbb{E}\langle M_\varepsilon \rangle_t \leq C_T < \infty,$$

where the constant $C_T$ depends only on $T$. In particular, $M_\varepsilon$ is a square-integrable martingale with zero mean. Now taking expectations in (4.11) and using these bounds, we conclude that

$$\mathbb{E}|Z_t^\varepsilon| \leq \sqrt{\varepsilon} + a \int_0^t \mathbb{E}|Z_s^\varepsilon| \, ds + \varepsilon \|f''\|_\infty \int_0^t \mathbb{E}(X_s^\varepsilon)^2 \, ds \leq \varepsilon \int_0^t \mathbb{E}(X_s^\varepsilon)^2 \, ds + \frac{f''(1 + \|\sigma''\|_\infty \mathbb{E}(X_t^\varepsilon)^2)}{\log(1/\sqrt{\varepsilon})}. $$

Estimate (4.10) and Grönwall’s inequality imply that $\mathbb{E}|Z_t^\varepsilon| \to 0$ as $\varepsilon \to 0$. \qed
4.4. The approximation

The crux of our proof is an approximation of $X_t^\varepsilon$ by means of a deterministic extrapolation of its trajectory onwards from a certain suitably chosen time point. To this end, introduce the deterministic and stochastic flows $\Phi_{t,x}(x)$ and $\Phi_{t,x}(x)$ respectively generated by ODE (2.2) and SDE (2.1), namely the solutions of these equations at time $t$ that start at $x$ at time $s$. Furthermore, for any constant $c \in (\frac{1}{2}, 1)$, let $\ell_c = c|\log \varepsilon|/a$ and $t_1 = T_c = |\log \varepsilon|/a$. With these definitions, $X_t^\varepsilon = \Phi_{t,t_1}(X_{t_1}^\varepsilon)$ and

$$X_t^\varepsilon = \Phi_{t,t_1}(X_{t_1}^\varepsilon) - \Phi_{t_1,t_2}(X_{t_2}^\varepsilon) + \Phi_{t_1,t_2}(X_{t_2}^\varepsilon). \quad (4.13)$$

To prove the convergence in (4.1), we show that, as $\varepsilon \rightarrow 0$, the first term vanishes and the second converges to $H(W)$, where $W$ is the random variable from (4.6).

**Lemma 4.2.** As $\varepsilon \rightarrow 0$,

$$\Phi_{t_1,t_2}(X_{t_2}^\varepsilon) \rightarrow 0.$$

**Proof.** Write $\Phi_{t}^\varepsilon := \Phi_{t_1,t_2}(X_{t_2}^\varepsilon)$ and $\phi := \Phi_{t_1,t_2}(X_{t_2}^\varepsilon)$ for brevity, and define $\delta_{t}^\varepsilon = \Phi_{t}^\varepsilon - \phi$. Subtracting (2.1) and (2.2), and applying the Ito formula,

$$\mathbb{E}(\delta_{t}^\varepsilon)^2 = \mathbb{E} \int_0^t 2\sigma_s(\Phi_{s}^\varepsilon) - f(\phi_s) \, ds + \int_0^t \varepsilon \mathbb{E}(\Phi_{s}^\varepsilon) \, ds \leq \int_0^t 2\mathbb{E}(\delta_{s}^\varepsilon)^2 \, ds + \varepsilon t \mathbb{E} f(\phi_s)^2,$$

where we have used assumption (2). By Grönwall’s inequality,

$$\mathbb{E}(\Phi_{t_1,t_2}(X_{t_2}^\varepsilon) - \phi_{t_1,t_2}(X_{t_2}^\varepsilon))^2 \leq \mathbb{E}(\delta_{t_1}^\varepsilon)^2 \leq C_1 E_{1/1-\ell_c}^2 \leq C_2 \varepsilon^{2c-1} \log \varepsilon \rightarrow 0$$
as $\varepsilon \rightarrow 0$, where the convergence holds because $c \in (\frac{1}{2}, 1)$.

The next lemma establishes convergence of the second term in (4.13).

**Lemma 4.3.** As $\varepsilon \rightarrow 0$,

$$\Phi_{t_1,t_2}(X_{t_2}^\varepsilon) \rightarrow H(W).$$

**Proof.** First we show that, as $\varepsilon \rightarrow 0$, $W^ \varepsilon = e^{-\varepsilon a \varepsilon \varepsilon} \bar{X}^\varepsilon$ converges in $L^1$ to the limit $W$ from (4.6), associated with the Feller branching diffusion. Indeed, using representations (4.6) and (4.9),

$$W - W^ \varepsilon := \int_{t_2}^\infty e^{-as} \sqrt{Y_s} \, dB_s - \int_{t_2}^\ell \varepsilon e^{-as} \varepsilon^{-1} \big( e^{-1} f(\varepsilon \bar{X}^\varepsilon) - a \bar{X}^\varepsilon \big) \, ds$$

$$=: I_1(\varepsilon) + I_2(\varepsilon) + I_3(\varepsilon).$$

The first term converges to 0 in $L^2$ because

$$\mathbb{E}[I_1(\varepsilon)] = \mathbb{E} \left( \int_{t_2}^\infty e^{-as} \sqrt{Y_s} \, dB_s \right)^2 = \int_{t_2}^\infty e^{-2as} \mathbb{E} Y_s \, ds \rightarrow 0,$$

since, for the Feller branching diffusion, $\mathbb{E} Y_s = e^{as}$. The second term converges to 0 in $L^1$:

$$\mathbb{E}|I_2(\varepsilon)| \leq \int_{t_2}^\ell e^{-as} \varepsilon \| f' \|_{\infty} \mathbb{E}(\bar{X}^\varepsilon)^2 \, ds \leq C_3 \varepsilon \int_{t_2}^\ell e^{as} \, ds \leq C_4 \varepsilon^{1-\varepsilon} \rightarrow 0.$$
For the last term,

\[
\mathbb{E}[(I_5(\varepsilon))^2] = \mathbb{E}\left(\int_0^t e^{-a\tau} \left(\sqrt{Y_{\tau}} - \sqrt{\varepsilon \mathbb{E}[Y_{s \tau}] \mathbb{E}[\mathcal{X}^1_{\tau}]}\right) dB_{\tau}\right)^2 \\
\leq \int_0^t e^{-2a\tau} (\mathbb{E}[Y_{\tau}] - \mathbb{E}[\mathcal{X}^1_{\tau}] + \varepsilon \|\sigma''\|_{\infty} \mathbb{E}[\mathcal{X}^2_{\tau}]) ds \\
=: \int_0^\infty \mathbf{1}_{\{s \leq t\}} g_{\varepsilon}(s) ds. \tag{4.14}
\]

Since \(\mathcal{X}^1_{\varepsilon}\) converges to \(Y_{\varepsilon}\) in \(L^1\) by Lemma 4.1, it follows that \(g_{\varepsilon}(s) \to 0\) as \(\varepsilon \to 0\) for any fixed \(s \geq 0\). Furthermore, exponential bounds on the moments (4.8) and (4.10) imply that

\[
\mathbf{1}_{\{s \leq t\}} g_{\varepsilon}(s) \leq C \mathbf{1}_{\{s \leq t\}} e^{-2a\tau} (e^{a\tau} + \varepsilon e^{2a\tau}) \\
\leq C \mathbf{1}_{\{s \leq t\}} e^{-2a\tau} (e^{a\tau} + e^{-(a/c)s} e^{2a\tau}) \\
\leq C (e^{-as} + e^{-(a/c)s}),
\]

which is integrable on \(\mathbb{R}_+\). Hence, by dominated convergence, the integral at (4.14) converges to 0. Thus, \(W_{\varepsilon}^{t_{1}}\) converges to \(W\) in \(L^1\) as \(\varepsilon \to 0\).

Finally, by the definition of \(t_{1}\) and \(t_{\varepsilon}\), as \(\varepsilon \to 0\),

\[
\phi_{t_{1}, t_{1}}(X_{\varepsilon}^{t_{1}}) = \phi_{t_{1}, t_{1}}(W_{\varepsilon}^{t_{1}} e^{-a(t_{1} - t_{1})}) = \phi_{t_{1} - t_{\varepsilon}}(W_{\varepsilon}^{t_{1}} e^{-a(t_{1} - t_{\varepsilon})}) \xrightarrow{P} H(W),
\]

where the limit holds by the uniform convergence from Proposition 4.1.

\[\square\]
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