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The question addressed in this paper is the performance of the optimal strategy, and the impact of partial information. The setting we consider is that of a stochastic asset price model where the trend follows an unobservable Ornstein–Uhlenbeck process. We focus on the optimal strategy with a logarithmic utility function under full or partial information. For both cases, we provide the asymptotic expectation and variance of the logarithmic return as functions of the signal-to-noise ratio and of the trend mean reversion speed. Finally, we compare the asymptotic Sharpe ratios of these strategies in order to quantify the loss of performance due to partial information.
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1. Introduction

Optimal investment was introduced in Merton (1969). He assumed that the risky asset follows a geometric Brownian motion and derived the optimal investment rules for an investor maximizing his expected utility function. Several generalizations of this problem are possible. One of them is to consider a stochastic unobservable trend, which leads to a system with partial information. This hypothesis seems to be realistic since only the historical prices of the risky asset are available to the public. For example, in Karatzas & Zhao (2001), the authors study the case of an unobservable constant trend, in Lakner (1998) and Brendle (2006), a stochastic
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asset price model where the trend is an unobservable Ornstein–Uhlenbeck process is considered, and in Sass & Haussmann (2004), the author assumes that the trend is given by an unobserved continuous time, finite state Markov chain.

In this paper, we consider a stochastic asset price model where the trend is an unobservable Ornstein–Uhlenbeck process and we focus on the optimal strategy with a logarithmic utility function under partial or complete information.

The purpose of this work is to characterize the performance of these strategies as functions of the signal-to-noise ratio and of the trend mean reversion speed and to quantify the loss of performance due to partial information. The loss of utility due to incomplete information was already studied in Karatzas & Zhao (2001), in Brendle (2006) and in Rieder & Bauerle (2005). Here, the trading strategy performance is measured with the asymptotic Sharpe ratio (see Sharpe (1966) for details).

The paper is organized as follows: Section 2 presents the model and recalls some results from filtering theory.

In Sec. 3, the optimal strategy with complete information is investigated. This portfolio is built by an agent who is able to observe the trend and aims to maximize his expected logarithmic utility. We provide, in closed form, the expectation and variance of the logarithmic return as functions of the signal-to-noise ratio. We also show that the asymptotic Sharpe ratio of the optimal strategy with complete information is an increasing function of the signal-to-noise ratio.

In Sec. 4, we consider the optimal strategy under partial information. This corresponds to an unobservable trend process and to an agent who aims to maximize his expected logarithmic utility. In this case, we provide, in closed form, the expectation and variance of the logarithmic return as functions of the signal-to-noise ratio and of the trend mean reversion speed. Then, we derive the asymptotic Sharpe ratio and we show that this is an increasing function of the signal-to-noise ratio and an unimodal (increasing then decreasing) function of the trend mean reversion speed. After that, we introduce the partial information factor which is the ratio between the asymptotic Sharpe ratio of the optimal strategy with partial information and the asymptotic Sharpe ratio of the optimal strategy with full information. This factor measures the loss of performance due to partial information. We show that this factor is bounded by a threshold equal to $2/3^{1.5}$.

In Sec. 5, numerical examples illustrate the analytical results of the previous sections. The simulations show that, even with a high signal-to-noise ratio, a high trend mean reversion speed leads to a negligible performance of the optimal strategy under partial information compared to the case with complete information.

2. Setup

This section begins by presenting the model, which corresponds to an unobserved mean-reverting diffusion. After this introduction, we reformulate this model in a completely observable environment (see Liptser & Shiriaev (1977) for details). This
setting introduces the conditional expectation of the trend, knowing the past observations. Then, we recall the asymptotic continuous time limit of the Kalman filter.

2.1. The model

Consider a financial market living on a stochastic basis \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\), where \(\mathbb{F} = \{\mathcal{F}_t, t \geq 0\}\) is the natural filtration associated to a two-dimensional (uncorrelated) Wiener process \((W^S, W^\mu)\), and \(\mathbb{P}\) is the objective probability measure. The dynamics of the risky asset \(S\) is given by

\[
\frac{dS_t}{S_t} = \mu_t dt + \sigma_S dW^S_t, \quad (2.1)
\]

\[
d\mu_t = -\lambda \mu_t dt + \sigma_\mu dW^\mu_t \quad (2.2)
\]

with \(\mu_0 = 0\). We also assume that \((\lambda, \sigma_\mu, \sigma_S) \in \mathbb{R}_+^* \times \mathbb{R}_+^* \times \mathbb{R}_+^*\). The parameter \(\lambda\) is called the trend mean reversion speed. Indeed, \(\lambda\) can be seen as the “force” that pulls the trend back to zero. Let \(\mathcal{F}^S = \{\mathcal{F}_t^S\}\) be the natural filtration associated to the price process \(S\). An important point is that only \(\mathcal{F}^S\)-adapted processes are observable, which implies that agents in this market do not observe the trend \(\mu\).

Remark 2.1. In this paper, we focus on the asymptotic performance of the optimal strategy, the initial trend value \(\mu_0\) will not impact our results.

2.2. The observable framework

As stated above, the agents can only observe the stock price process \(S\). Since the trend \(\mu\) is not \(\mathcal{F}^S\)-measurable, the agents do not observe it directly. Indeed, the model (1)–(2) corresponds to a system with partial information. The following proposition gives a representation of the model (1)–(2) in an observable framework (see Liptser & Shiriaev (1977) for details or Appendix A for a proof).

Proposition 1. The dynamics of the risky asset \(S\) is also given by

\[
\frac{dS_t}{S_t} = E[\mu_t | \mathcal{F}^S_t] dt + \sigma_S dN_t, \quad (2.3)
\]

where \(N\) is a \((\mathbb{P}, \mathcal{F}^S)\) Wiener process.

Remark 2.2. In the filtering theory (see Liptser & Shiriaev (1977) for details), the process \(N\) is called the innovation process. To understand this name, note that

\[
dN_t = \frac{1}{\sigma_S} \left( \frac{dS_t}{S_t} - E[\mu_t | \mathcal{F}^S_t] dt \right). \quad (2.4)
\]

Then, \(dN_t\) represents the difference between the current observation and what we expect knowing the past observations.
2.3. Optimal trend estimator

The system (1)–(2) corresponds to a linear Gaussian space state model (see Brockwell & Davis (2002), for details). In this case, the Kalman filter gives the optimal estimator, which corresponds to the conditional expectation $E[\mu_t | F_S^t]$. Since $(\lambda, \sigma_{\mu}, \sigma_S) \in \mathbb{R}_+^* \times \mathbb{R}_+^* \times \mathbb{R}_+^*$, the model (1)–(2) is a controllable and observable time invariant system. In this case, it is well known that the estimation error variance converges to an unique constant value (see Kalman et al. (1962) for details). This corresponds to the steady-state Kalman filter. The following proposition, which is proved in Bel Hadj Ayed et al. (2016), gives a first continuous representation of the steady-state Kalman filter:

**Proposition 2.** The steady-state Kalman filter has a continuous time limit depending on the asset returns:

$$d\hat{\mu}_t = -\lambda \beta \hat{\mu}_t dt + \lambda (\beta - 1) \frac{dS_t}{S_t}, \quad (2.5)$$

where

$$\beta = \left(1 + \frac{\sigma_{\mu}^2}{\lambda^2 \sigma_S^2}\right)^{-1/2}. \quad (2.6)$$

The following proposition gives a second representation of the steady-state trend estimator $\hat{\mu}$:

**Proposition 3.** Based on Eq. (2.5), it follows that

$$d\hat{\mu}_t = -\lambda \hat{\mu}_t dt + \lambda \sigma_S (\beta - 1) dN_t. \quad (2.7)$$

**Proof.** Replacing $dS_t/S_t$ in Eq. (4) by the expression of Eq. (3), we find Eq. (2.7).

**Remark 2.3.** It is well known that the Kalman estimator is a Gaussian process. Here, we find that the steady-state trend estimator $\hat{\mu}$ is an Ornstein–Uhlenbeck process. In practice, the parameters $(\lambda, \sigma_{\mu}, \sigma_S)$ are unknown and must be estimated (see Bel Hadj Ayed et al. (2016), where the authors assess the feasibility of forecasting trends modeled by an unobserved mean-reverting diffusion). In this paper, we assume that the parameters are known.

3. Optimal Strategy Under Complete Information

In this section, the optimal strategy under full information is investigated. This strategy is built by an agent who is able to observe the trend $\mu$. Formally, it corresponds to the case of investment strategies adapted to $F$. Given this framework, we consider the optimal strategy with a logarithmic utility function. We provide, in closed form, the asymptotic expectation and variance of the logarithmic return, and the asymptotic Sharpe ratio of this strategy as functions of the signal-to-noise ratio.
3.1. Context

Consider the financial market defined in Sec. 2 with a null risk free rate (see Appendix C for a generalization of the results with a strictly positive risk free rate) and without transaction costs. Let \( P^o \) be a self-financing portfolio given by

\[
\frac{dP^o_t}{P^o_t} = \omega^o_t \frac{dS_t}{S_t},
\]

(3.1)

\[
P^o_0 = x,
\]

(3.2)

where \( \omega^o_t \) is the fraction of wealth invested in the risky asset (also named the control variable). The agent aims to maximize his expected logarithmic utility on an admissible domain \( \mathcal{A}^o \) for the allocation process. In this section, we assume that the agent is able to observe the trend \( \mu \). Formally, it means that \( \mathcal{A}^o \) represents all the \( \mathcal{F} \)-progressive processes and the solution of this problem is given by

\[
\omega^* = \arg \sup_{\omega \in \mathcal{A}^o} \mathbb{E}[\ln(P^o_T) | P^o_0 = x].
\]

(3.3)

As is well known (see Lakner (1998) or Bjork et al. (2010) for examples), the solution of this problem is given by

\[
\frac{dP^o_t}{P^o_t} = \frac{\mu_t}{\sigma^2} \frac{dS_t}{S_t},
\]

(3.4)

\[
P^o_0 = x.
\]

(3.5)

3.2. Performance analysis of the optimal strategy under complete information

The following proposition gives the stochastic differential equation of the portfolio \( P^o \):

Proposition 4. Consider the portfolio \( P^o \) given by Eq. (3.4). In this case,

\[
d\ln(P^o_t) = \frac{\mu^2_t}{2\sigma^2} dt + \frac{\mu_t}{\sigma^2} dW^S_t.
\]

(3.6)

Proof. Using Eq. (3.4) and Itô’s lemma on the process \( \ln(P^o_t) \), the result follows. \( \square \)

The asymptotic expected logarithmic return is the first indicator to assess the potential of a trading strategy. The second one can be the variance of the logarithmic return. This indicator can be useful as a measure of risk. Moreover, let \( \text{SR}^o_T \) be the annualized Sharpe-ratio at time \( T \) of the portfolio \( (P^o_T) \) defined by

\[
\text{SR}^o_T = \frac{\mathbb{E} \left[ \ln \left( \frac{P^o_T}{P^o_0} \right) \right]}{\sqrt{T \text{Var} \left[ \ln \left( \frac{P^o_T}{P^o_0} \right) \right]}}.
\]

(3.7)
This indicator measures the expected logarithmic return per unit of risk. The Sharpe ratio is a prime metric for an investment.

**Remark 3.1.** This definition of the Sharpe ratio is different from the original one introduced in Sharpe (1966). Here, this indicator is computed on logarithmic returns.

The following theorem gives the asymptotic expectation, variance and Sharpe ratio of the logarithmic return:

**Theorem 3.2.** Consider the portfolio given by Eq. (3.4). In this case

\[
\lim_{T \to \infty} \frac{1}{T} \mathbb{E} \left[ \ln \left( \frac{P_T}{P_0} \right) \right] = \text{SNR},
\]

\[
\lim_{T \to \infty} \text{Var} \left[ \frac{1}{T} \ln \left( \frac{P_T}{P_0} \right) \right] = \text{SNR},
\]

\[
\text{SR}_\infty = \sqrt{\frac{\text{SNR}}{2}},
\]

where SNR is the signal-to-noise-ratio

\[
\text{SNR} = \frac{\sigma_\mu^2}{2\lambda \sigma_S^2}.
\]

**Proof.** Integrating the expression of Proposition 4 from 0 to T and taking the expectation, it gives

\[
\mathbb{E} \left[ \ln \left( \frac{P_T}{P_0} \right) \right] = \frac{1}{2\sigma_S^2} \int_0^T \mathbb{E}[\mu_t^2] dt + 0.
\]

Since \( \mu \) is an Ornstein–Uhlenbeck process,

\[
\mathbb{E}[\mu_t] = 0,
\]

\[
\text{Var}[\mu_t] = \sigma_\mu^2 \frac{T}{2\lambda} - e^{-2\lambda T}.
\]

Then, tending \( T \) to \( \infty \), Eq. (3.8) follows. Since the processes \( W^S \) and \( \mu \) are supposed to be independent,

\[
\text{Var} \left[ \ln \left( \frac{P_T}{P_0} \right) \right] = \frac{1}{4\sigma_S^2} \text{Var} \left[ \int_0^T \mu_t^2 dt \right] + \frac{1}{\sigma_S^2} \text{Var} \left[ \int_0^T \mu_t dW_t^S \right].
\]

Since the process \( \left( \int_0^T \mu_t dW_t^S \right)_{T \geq 0} \) is a martingale,

\[
\text{Var} \left[ \int_0^T \mu_t dW_t^S \right] = \int_0^T \mathbb{E}[\mu_t^2] dt = \frac{\sigma_\mu^2}{2\lambda} \left( T + e^{-2\lambda T} - 1 \right).
\]
Moreover, Isserlis’ theorem (see Isserlis (1918) for details) gives
\[
\text{Var}\left[ \int_0^T \mu_t^2 \, dt \right] = 2 \int_0^T \int_0^T (\text{E}[\mu_s, \mu_t])^2 \, ds \, dt. \tag{3.17}
\]
Since \( \mu \) is an Ornstein–Uhlenbeck,
\[
\text{Var}\left[ \int_0^T \mu_t^2 \, dt \right] = \sigma^4 \mu^4 e^{-4\lambda T} (e^{4\lambda T}(4\lambda T - 5) + e^{2\lambda T}(8\lambda T + 4) + 1) \tag{3.18}
\]
Equation (3.9) follows. Finally, using the definition of the Sharpe ratio (see Eq. (3.7)) and the results of Eqs. (3.8) and (3.9), Eq. (3.10) follows.

Theorem 3.2 shows that the asymptotic expectation and the asymptotic variance logarithmic return are linear functions of the signal-to-noise ratio and that the asymptotic Sharpe ratio is a linear function of the ratio between the asymptotic trend standard deviation and the volatility.

4. Optimal Strategy Under Partial Information

In this section, the Merton’s problem under partial information is investigated. We consider the case of a logarithmic utility function. We provide, in closed form, the asymptotic expectation and variance of the logarithmic return, and the asymptotic Sharpe ratio of this strategy as functions of the signal-to-noise ratio and of the trend mean reversion speed. After that, we introduce the partial information factor which is the ratio between the asymptotic Sharpe ratio of the optimal strategy with partial information and the asymptotic Sharpe ratio of the optimal strategy with complete information. We close this section by showing that this factor is bounded by a threshold equal to \( 2/3 \). 5.

4.1. Context

Consider the financial market defined in Sec. 2 with a null risk free rate (see Appendix C for a generalization of the results with a strictly positive risk free rate) and without transaction costs. Let \( P \) be a self-financing portfolio given by
\[
\frac{dP_t}{P_t} = \omega_t \frac{dS_t}{S_t}, \tag{4.1}
\]
\[
P_0 = x, \tag{4.2}
\]
where \( \omega_t \) is the fraction of wealth invested in the risky asset. The agent aims to maximize his expected logarithmic utility on an admissible domain \( \mathcal{A} \) for the allocation process. In this section, we assume that the agent is not able to observe the trend \( \mu \). Formally, \( \mathcal{A} \) represents all the \( \mathbf{F}^S \)-progressive processes and the problem is
\[
\omega^* = \arg \sup_{\omega \in \mathcal{A}} E[\ln(P_t) | P_0 = x]. \tag{4.3}
\]
The solution of this problem is well known and easy to compute (see Lakner (1998), for example). Indeed, it has the following form:

$$\omega_i^* = \frac{E[\mu_t | \mathcal{F}_S^t]}{\sigma_S^2}.$$  \hfill (4.4)

Using the steady-state Kalman filter, the optimal portfolio is given by

$$\frac{dP_t}{P_t} = \frac{\tilde{\mu}_t}{\sigma_S^2} dS_t,$$  \hfill (4.5)

$$P_0 = x,$$  \hfill (4.6)

where $\tilde{\mu}$ is given by Eq. (2.5).

4.2. Performance analysis of the optimal strategy under partial information

The following proposition gives the stochastic differential equation of the portfolio:

**Proposition 5.** The optimal portfolio process of Eq. (4.5) follows the dynamics

$$d\ln(P_t) = \frac{d\hat{\mu}_t^2}{2\sigma_S^2 \lambda(\beta - 1)} + \left[ \frac{d\hat{\mu}_t^2}{\sigma_S^2} \left( \frac{\beta}{(\beta - 1)} - \frac{1}{2} \right) - \frac{1}{2} \lambda(\beta - 1) \right] dt,$$  \hfill (4.7)

where $\beta$ is given by Eq. (2.6).

**Proof.** Equation (4.5) is equivalent to (by Itô’s lemma):

$$d\ln(P_t) = \frac{\hat{\mu}_t}{\sigma_S^2} dS_t - \frac{1}{2} \frac{d\hat{\mu}_t^2}{\sigma_S^2} dt.$$  \hfill (4.8)

Using Eq. (2.5),

$$d\ln(P_t) = \frac{\hat{\mu}_t}{\sigma_S^2} dS_t + \frac{\hat{\mu}_t^2}{\sigma_S^2} \frac{\beta}{(\beta - 1)} dt - \frac{1}{2} \frac{d\hat{\mu}_t^2}{\sigma_S^2} dt,$$  \hfill (4.9)

Itô’s lemma on Eq. (2.5) gives

$$d\hat{\mu}_t^2 = 2\hat{\mu}_t d\hat{\mu}_t + \lambda^2(\beta_{\alpha, \lambda, \sigma_S} - 1)^2 \sigma_S^2 dt.$$  \hfill (4.10)

Using this equation, the dynamic of the logarithmic wealth follows.

**Remark 4.1.** Proposition 5 shows that the returns of the optimal strategy with partial information can be broken down into two terms. The first one represents an option on the square of the realized returns (called Option profile). The second term is called the Trading Impact. These terms are introduced and discussed in Bruder & Gaussel (2011). The option profile at the time $T$ is

$$\text{Option Profile}_T = \frac{1}{2\sigma_S^2 \lambda(\beta - 1)} (\hat{\mu}_T^2 - \hat{\mu}_0^2).$$  \hfill (4.11)
With the assumption of an initial trend estimate equal to 0, the Option profile is always positive. The Trading Impact is a cumulated function of the trend estimate

\[ \text{Trading impact}_T = \int_0^T \left[ \frac{\mu_t^2}{\sigma_S^2} \left( \frac{\beta}{(\beta - 1)} - \frac{1}{2} \right) - \frac{1}{2} \lambda (\beta - 1) \right] dt. \] (4.12)

When \( T \to \infty \), it becomes the preponderant term. The Trading Impact is positive on the long term \( T \) if the drift estimate \( \hat{\mu}_t \) verifies

\[ \frac{1}{T} \int_0^T \hat{\mu}_t^2 dt > \frac{\lambda \sigma_S^2 (\beta - 1)}{2(\beta - 1)^2}. \] (4.13)

Equation (4.13) can be seen as a condition for the trend following strategy to generate profits in the long term.

The following theorem gives the asymptotic expectation, variance and Sharpe ratio of the logarithmic return:

**Theorem 4.2.** Consider the portfolio given by Eq. (4.5). In this case,

\[ \lim_{T \to \infty} \mathbb{E} \left[ \ln \left( \frac{P_T}{P_0} \right) \right] = \frac{\lambda}{4} (\beta - 1)^2, \] (4.14)

\[ \lim_{T \to \infty} \mathbb{V} \mathbb{a} r \left[ \ln \left( \frac{P_T}{P_0} \right) \right] = \frac{\lambda}{8} (\beta^2 - 1)^2, \] (4.15)

\[ \lim_{T \to \infty} \text{SR}_T = \sqrt{\frac{\lambda}{2}} \frac{\beta - 1}{\beta + 1}, \] (4.16)

where \( \beta \) is given by Eq. (2.6).

**Proof.** Based on Eq. (2.7), \( \hat{\mu}_t \) is an Ornstein–Uhlenbeck process

\[ \mathbb{E}[\hat{\mu}_t] = 0, \] (4.17)

\[ \mathbb{V} \mathbb{a} r[\hat{\mu}_t] = (\lambda \sigma_S (\beta - 1))^2 \frac{1 - e^{-2\lambda T}}{2\lambda}. \] (4.18)

Integrating the expression of Proposition 5 from 0 to \( T \) and taking the expectation, it gives

\[ \mathbb{E} \left[ \ln \left( \frac{P_T}{P_0} \right) \right] = \frac{(\beta - 1)}{4} \left( 1 - e^{-2\lambda T} \right) - \frac{\lambda (\beta - 1)}{2} T \]

\[ + \left( \frac{\beta}{\beta - 1} - \frac{1}{2} \right) \left\{ \frac{\lambda}{2} (\beta - 1)^2 T - \frac{\lambda}{2}(\beta - 1)^2 \frac{1 - e^{-2\lambda T}}{2\lambda} \right\}. \] (4.19)
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Then, tending $T$ to $\infty$, Eq. (4.14) follows. Integrating the expression of Proposition 5 from 0 to $T$ and taking the variance, it gives

\[
\text{Var} \left[ \ln \left( \frac{P_T}{P_0} \right) \right] = \frac{1}{(2\lambda (\beta - 1)\sigma_S^2)^2} \text{Var}[\hat{\mu}_T^2] + \frac{1}{\sigma_S^2} \left( \frac{\beta}{\beta - 1} - \frac{1}{2} \right)^2 \text{Var} \left[ \int_0^T \hat{\mu}_t^2 dt \right] + \frac{2}{(2\lambda (\beta - 1)\sigma_S^2)} \text{Cov} \left[ \hat{\mu}_T^2, \int_0^T \hat{\mu}_t^2 dt \right].
\]

(4.20)

Moreover,

\[
\text{Var}[\hat{\mu}_T^2] = \text{Cov}[\hat{\mu}_T^2, \hat{\mu}_T^2],
\]

(4.21)

\[
\text{Var} \left[ \int_0^T \hat{\mu}_t^2 dt \right] = \int_0^T \int_0^T \text{Cov}[\hat{\mu}_s^2, \hat{\mu}_t^2] ds dt,
\]

(4.22)

\[
\text{Cov} \left[ \hat{\mu}_T^2, \int_0^T \hat{\mu}_t^2 dt \right] = \int_0^T \text{Cov}[\hat{\mu}_s^2, \hat{\mu}_T^2] ds,
\]

(4.23)

and the expression of $\text{Cov}[\hat{\mu}_s^2, \hat{\mu}_T^2]$ is given in Lemma B.1 (see Appendix B). Then

\[
\text{Var}[\hat{\mu}_T^2] = \frac{\lambda^2 \sigma_S^4 (\beta - 1)^4}{2} \left( 1 - 2e^{-2\lambda T} + e^{-4\lambda T} \right),
\]

(4.24)

\[
\text{Var} \left[ \int_0^T \hat{\mu}_t^2 dt \right] = \frac{\lambda^2 \sigma_S^4 (\beta - 1)^4}{2} \left( \frac{1 - e^{-2\lambda T}}{2\lambda} + \frac{e^{-2\lambda T} - e^{-4\lambda T}}{2\lambda} - 2Te^{-2\lambda T} \right),
\]

(4.25)

\[
\text{Cov} \left[ \hat{\mu}_T^2, \int_0^T \hat{\mu}_t^2 dt \right] = \frac{\lambda \sigma_S^4 (\beta - 1)^4}{2} \left( T - \frac{5}{4\lambda} + \frac{e^{-2\lambda T}}{\lambda} + \frac{e^{-4\lambda T}}{4\lambda T} + 2Te^{-2\lambda T} \right).
\]

(4.26)

Finally, using these expressions and tending $T$ to $\infty$, Eqs. (4.15) and (4.16) follow.

\[
\lim_{T \to \infty} \frac{\text{Var} \left[ \ln \left( \frac{P_T}{P_0} \right) \right]}{T} = \frac{1}{2} \left( \text{SNR} + \lambda - \sqrt{\lambda (\lambda + 2\text{SNR})} \right),
\]

(4.27)

The following result is a corollary of the previous theorem. It represents the asymptotic expectation, variance and Sharpe ratio of the logarithmic return as a function of the signal-to-noise-ratio and of the trend mean reversion speed $\lambda$.

**Corollary 4.3.** Consider the portfolio given by Eq. (4.5). In this case,

\[
\lim_{T \to \infty} \frac{\text{Var} \left[ \ln \left( \frac{P_T}{P_0} \right) \right]}{T} = \frac{1}{2} \left( \text{SNR} + \lambda - \sqrt{\lambda (\lambda + 2\text{SNR})} \right),
\]

(4.27)
Performance Analysis of the Optimal Strategy Under Partial Information

\[
\lim_{T \to \infty} \frac{\Var \left[ \ln \left( \frac{P_T}{P_0} \right) \right]}{T} = \frac{\SNR^2}{2\lambda},
\]

where \( \SNR \) is the signal-to-noise-ratio (see Eq. (3.11)). Moreover,

1. For a fixed parameter value \( \lambda \),
   (a) the asymptotic expected logarithmic return is an increasing function of \( \SNR \),
   (b) the asymptotic Sharpe ratio is an increasing function of \( \SNR \).

2. For a fixed parameter value \( \SNR \),
   (a) the asymptotic expected logarithmic return is a decreasing function of \( \lambda \),
   (b) the asymptotic Sharpe ratio is a decreasing function of \( \lambda \) if
      \[
      \SNR < \frac{3}{2}\lambda,
      \]
      and an increasing function of \( \lambda \) if \( \SNR > \frac{3}{2}\lambda \).

The maximum asymptotic Sharpe ratio is attained for \( \lambda = 2\SNR/3 \) and is equal to

\[
\SR_{\infty}^{\text{Max}} = \frac{\sqrt{\SNR}}{3^{1/2}}.
\]

**Proof.** Using Eqs. (3.11), (2.6) and (4.14), we find

\[
\lim_{T \to \infty} \mathbb{E} \left[ \ln \left( \frac{P_T}{P_0} \right) \right] = L(\SNR, \lambda),
\]

where

\[
L(\SNR, \lambda) = \frac{1}{2} (\SNR + \lambda - \sqrt{\lambda (\lambda + 2\SNR)}).
\]

The derivatives of \( L \) show that the asymptotic expected logarithmic return is an increasing function of \( \SNR \) and a decreasing function of \( \lambda \). With Theorem 4.2, Eq. (4.28) follows and

\[
\lim_{T \to \infty} \SR_T = \SR_{\infty}(\SNR, \lambda) = \left( \frac{\lambda}{2} \right)^{3/2} \left( \frac{\sqrt{1 + \frac{2\SNR}{\lambda}} - 1}{\SNR} \right)^2.
\]

Since \( \frac{\partial \SR_{\infty}}{\partial \SNR} \geq 0 \), the asymptotic Sharpe ratio is an increasing function of \( \SNR \). Moreover, a direct calculus shows that

\[
\text{Sign} \left( \frac{\partial \SR_{\infty}}{\partial \lambda} \right) = \text{Sign}(A(\beta, \lambda)).
\]
where $\beta$ is given by Eq. (2.6) and

$$A(\beta, \lambda) = \lambda(\beta - 1)(\beta - 2).$$  \hspace{1cm} (4.36)

Since $\beta \geq 1$, $A(SNR, \lambda)$ is negative if and only if $\beta \leq 2$ (and positive if and only if $\beta \geq 2$), which is equivalent to the condition of Eq. (4.30). Equation (4.31) follows. Since $SR_{\infty}$ is positive and is an increasing function of $\lambda$ if $\lambda < \frac{2}{3} SNR$ and a decreasing function after this point, the maximum value of this function is given by Eq. (4.31).

**Remark 4.4.** Using the results of Bel Hadj Ayed et al. (2016), we have

$$\lim_{T \to \infty} \frac{\text{Var}[\hat{\mu}_T - \mu]}{\text{Var}[\mu]} = \frac{2}{1 + \sqrt{1 + 2SNR}}.$$  \hspace{1cm} (4.37)

So trend filtering is easier with a high signal-to-noise ratio and a small mean reversion speed. We understand the behavior of the asymptotic expected logarithmic return of the optimal strategy. The unimodal dependency of the asymptotic Sharpe ratio on the mean reversion speed comes from the asymptotic variance of the logarithmic return. Indeed, the trend estimator dispersion is high with a small lambda and it produces a high variance of the logarithmic wealth. Since this variance is proportional to the inverse of the mean reversion speed and the asymptotic expected return is bounded, the Sharpe ratio is at first increasing for a small mean reversion speed. This means that the logarithmic wealth is more scattered when it takes higher values.

### 4.3. Impact of partial information on the optimal strategy

In order to measure the impact of the investor’s inability to observe the trend on the optimal strategy performance, we introduce the partial information factor. This indicator represents the ratio between the asymptotic Sharpe ratio of the optimal strategy with partial information and the asymptotic Sharpe ratio of optimal strategy with full information:

$$\text{PIF} = \frac{SR_{\infty}}{SR_{\infty}^o},$$  \hspace{1cm} (4.38)

where $SR_{\infty}$ is the asymptotic Sharpe ratio of the optimal strategy with partial information, and $SR_{\infty}^o$ is the asymptotic Sharpe ratio of optimal strategy with full information. The following theorem gives the analytic form of this indicator.

**Theorem 4.5.** The partial information factor is given by

$$\text{PIF} = \left( \frac{\lambda}{SNR} \right)^{3/2} \left( \sqrt{1 + \frac{2SNR}{\lambda}} - 1 \right)^2.$$  \hspace{1cm} (4.39)

where SNR is the signal-to-noise-ratio (see Eq. (3.11)).
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If \( SNR < \frac{2}{\lambda} \) (respectively, \( SNR > \frac{2}{\lambda} \)):

1. For a fixed parameter value \( SNR \), this indicator is a decreasing function (respectively, an increasing function) of \( \lambda \).
2. For a fixed parameter value \( \lambda \), this indicator is an increasing function (respectively, a decreasing function) of \( SNR \).

Moreover,

\[
PIF \leq \frac{2}{3^{1/2}},
\]

and this bound is attained for \( \lambda = 2SNR/3 \).

Proof. This expression of the partial information factor is a consequence of Eqs. (3.10) and (4.29). Moreover,

\[
\frac{\partial PIF}{\partial SNR} = \sqrt{\lambda} \left( \sqrt{\frac{2SNR}{\lambda} + 1} - 1 \right) \left( 3\lambda \left( \sqrt{\frac{2SNR}{\lambda} + 1} - 1 \right) - 2SNR \right) \frac{2SNR^{5/2}}{4SNR \lambda + 2}.
\]

This expression is positive if and only if \( SNR \leq 1.5\lambda \). The dependency on the mean reversion speed \( \lambda \) comes from Corollary 4.3.

Remark 4.6. Equation (4.40) shows that in the best configuration (with \( \lambda = 2SNR/3 \)), the asymptotic Sharpe ratio of the optimal strategy with partial information is approximatively equal to 38.49% of the asymptotic Sharpe ratio of the optimal strategy with complete information. This bound is conserved with a strictly positive risk free rate (see Appendix C for a generalization of the results with a strictly positive risk free rate).

Moreover, intuition tells us (see Eq. (4.37)) that a high signal-to-noise ratio and a small trend mean reversion speed \( \lambda \) involves a small impact of partial information on the optimal strategy performance (and then a high PIF). This is true if and only if \( SNR \leq 1.5\lambda \). The dependency on the mean reversion speed is explained by Remark 4.4. If \( SNR \geq 1.5\lambda \), the partial information factor becomes a decreasing function of the signal-to-noise ratio. Even if the two Sharpe ratios (under full and partial information) are increasing functions of the signal-to-noise ratio, the impact of partial information will increase. This point is in line with the fact that the logarithmic wealth is more scattered when it takes higher values under partial information.

5. Simulations

In this section, numerical examples are computed in order to illustrate the analytical results of the previous sections. Figure 1 represents the asymptotic Sharpe ratio of the optimal strategy with full information as a function of the signal-to-noise ratio.
If the signal-to-noise ratio is inferior to 1, which corresponds to a trend standard deviation inferior to the volatility of the risky asset, the asymptotic Sharpe ratio of the optimal strategy with complete information is inferior to 0.5.

Now, suppose that $\lambda \in [1, 252]$ and that the trend is an unobservable process. Figure 2 represents the asymptotic Sharpe ratio of the optimal strategy with partial information as a function of the trend mean reversion speed $\lambda$ and of the signal-to-noise ratio.
information as a function of the trend mean reversion speed $\lambda$ and of the signal-to-noise ratio. Since $\lambda \in [1, 252]$ and $\text{SNR} < 1$, Eq. (4.30) is satisfied and this Sharpe ratio is an increasing function of SNR and a decreasing function of $\lambda$. Moreover, the maximal value is inferior to 0.2. We also observe that, even with a high signal-to-noise ratio, a high mean reversion parameter $\lambda$ leads to a small Sharpe ratio.

Figure 3 represents the partial information factor, which corresponds to the ratio between the asymptotic Sharpe ratios of the optimal strategy with partial and full information (see Eq. (4.38)). Using Eq. (4.40), this indicator is bound by $\frac{2}{3}$. Since $\text{SNR} < 1.5\lambda$, this indicator is a decreasing function of $\lambda$ and an increasing function of SNR. Even with a high signal-to-noise ratio, a high mean reversion parameter $\lambda$ leads to a negligible performance of the optimal strategy with partial information compared to the case with full information.

Figures 4 and 5 represent the asymptotic Sharpe ratio of the optimal strategy with partial information and the partial information factor as functions of the signal-to-noise ratio and of $\lambda$ with $\lambda \in [0, 2]$. These figures illustrate that, if $\text{SNR} > 1.5\lambda$, these quantities are increasing functions of the trend mean reversion speed $\lambda$ (and the partial information factor is also a decreasing function of the signal-to-noise ratio).

![Figure 3. Partial information factor as a function of the trend mean reversion speed $\lambda$ and of the signal-to-noise ratio.](image-url)
Fig. 4. Asymptotic Sharpe ratio of the optimal strategy with partial information as a function of the trend mean reversion speed $\lambda$ and of the signal-to-noise ratio with $\lambda \in [0, 2]$.

Fig. 5. Partial information factor as a function of the trend mean reversion speed $\lambda$ and of the signal-to-noise ratio with $\lambda \in [0, 2]$.

6. Conclusion

In this paper, we have quantified the loss of performance in the optimal trading strategy due to partial information with a model based on an unobserved mean-reverting diffusion.

We have shown that if the trend is observable, the asymptotic Sharpe ratio of the optimal strategy is only an increasing function of the signal-to-noise ratio.
Moreover, we have shown that under partial information, this asymptotic Sharpe ratio becomes a function of the signal-to-noise ratio and of the trend mean reversion speed. Even if the asymptotic Sharpe ratio is also an increasing function of the signal-to-noise ratio, we find that the dependency on the trend mean reversion speed is not monotonic. Indeed, this is an unimodal (increasing then decreasing) function of the trend mean reversion speed.

We have also shown that the ratio between the asymptotic Sharpe ratio of the optimal strategy with partial information and the asymptotic Sharpe ratio of the optimal strategy with complete information is bounded by a threshold equal to $2/3$. Given this result, we surely conclude that the impact of partial information on the optimal strategy is not negligible.

Moreover, our simulations have shown that even with a high signal-to-noise ratio, a high trend mean reversion speed leads to a negligible performance of the optimal strategy under partial information compared to the performance of the optimal strategy with complete information.

**Appendix A. Proof of Proposition 1**

**Proof.** Let $K$ be a $(\mathbb{P}, \{\mathcal{F}_t\})$ martingale defined by

$$
\frac{dK_t}{K_t} = -\frac{\mu_t}{\sigma_S}dW_t^S, \quad (A.1)
$$

and the probability measure $\tilde{\mathbb{P}}$ defined by

$$
\frac{d\tilde{\mathbb{P}}}{d\mathbb{P}} = K_T. \quad (A.2)
$$

With the Girsanov’s theorem, it follows that the process

$$
\tilde{W}_t^S = W_t^S + \int_0^t \frac{\mu_s}{\sigma_S}ds \quad (A.3)
$$

is a $(\tilde{\mathbb{P}}, \{\mathcal{F}_t\})$ Wiener process. Note also that

$$
\frac{dS_t}{S_t} = \sigma d\tilde{W}_t^S. \quad (A.4)
$$

Now, introduce the process $N$, defined by

$$
N_t = \tilde{W}_t^S - \int_0^t \mathbb{E}[\mu_{s}\mid \mathcal{F}_s^S]\frac{d\mathcal{F}_s^S}{\sigma_S}ds, \quad (A.5)
$$

as $\tilde{W}_t^S$ and $\mathbb{E}[\mu_{t}\mid \mathcal{F}_t^S]$ are $\{\mathcal{F}_t^S\}$ measurable, $N_t$ is $\{\mathcal{F}_t^S\}$ measurable. The process $N$ is also integrable. Let $\tau$ be a bounded stopping time. we have

$$
\mathbb{E}[N_\tau] = \mathbb{E}[N_0] = 0. \quad (A.6)
$$

Then, $N$ is a continuous martingale and $N_0 = 0$. Note that

$$
d(N)_t = dt. \quad (A.7)
$$

Using Levy’s criteria, the process $N$ is a $(\mathbb{P}, \{\mathcal{F}_t^S\})$ Wiener process. $\square$
Appendix B. Auto-Covariance Function of the Square Steady State Kalman Filter

The following lemma gives the auto-covariance function of the process $\hat{\mu}^2$:

**Lemma B.1.** Consider the process $\hat{\mu}$ defined in Eq. (2.5). Its auto-covariance function is given by

$$\text{Cov}[\hat{\mu}_s^2, \hat{\mu}_t^2] = \frac{\lambda^2 \sigma_S^2 (\beta - 1)^4}{2} e^{-2\lambda t} (e^{2\lambda s} + e^{-2\lambda s} - 2),$$  \hspace{1cm} (B.1)

with $0 \leq s \leq t$.

**Proof.** Since $\hat{\mu}$ is a centred Ornstein–Uhlenbeck process, there exists a Brownian motion $B$ such that, for all $s \in \mathbb{R}_+$,

$$\hat{\mu}_s = e^{-\lambda s} \lambda \sigma_S (\beta - 1) B_{f(s)},$$  \hspace{1cm} (B.2)

where $f(s) = \frac{e^{2\lambda s} - 1}{2\lambda}$ is a time change. Then, for all $s, t$ such that $0 \leq s \leq t$, we have

$$\text{Cov}[\hat{\mu}_s^2, \hat{\mu}_t^2] = e^{-2\lambda (t+s)} \lambda^4 \sigma_S^4 (\beta - 1)^4 \text{Cov}[B_{f(s)}^2, B_{f(t)}^2].$$  \hspace{1cm} (B.3)

Since $B$ is a Wiener process,

$$\text{E}[B_{f(s)}^2] = f(s).$$  \hspace{1cm} (B.4)

Let $\{\mathcal{F}_B^t\}$ be the filtration generated by the process $B$. So,

$$\text{E}[B_{f(s)}^2, B_{f(t)}^2] = \text{E}[B_{f(s)}^2 \text{E}[B_{f(t)}^2 | \mathcal{F}_B^t]]$$

$$= \text{E}[B_{f(s)}^2 [B_{f(s)}^2 + 2 \int_{f(s)}^{f(t)} B_u dB_u + f(t) - f(s)] | \mathcal{F}_s^B]]$$

$$= \text{E}[B_{f(s)}^2 (B_{f(s)}^2 + f(t) - f(s))]$$

$$= 3f(s)^2 + (f(t) - f(s)) f(s).$$  \hspace{1cm} (B.5)

Then

$$\text{E}[B_{f(s)}^2, B_{f(t)}^2] = 2f(s)^2 + f(t) f(s),$$  \hspace{1cm} (B.6)

and Eq. (B.1) follows using

$$\text{Cov}[B_{f(s)}^2, B_{f(t)}^2] = \text{E}[B_{f(s)}^2, B_{f(t)}^2] - \text{E}[B_{f(s)}^2] \text{E}[B_{f(t)}^2].$$  \hspace{1cm} (B.7)

Appendix C. Case of a Strictly Positive Risk Free Rate

In this Appendix, we generalize the results of this paper with a strictly positive risk free rate $r$. We consider the same trading strategies and we assume that the part of the wealth not invested in the risky asset is invested at a fixed interest rate $r$. Moreover, let $Q$ be a self-financing portfolio, we consider the annualized
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Sharpe-ratio built with the excess logarithmic returns \( SR_T(r) \)

\[
SR_T(r) = \frac{E \left[ \ln \left( \frac{Q_T}{Q_0} \right) \right] - rT}{\sqrt{T \text{Var} \left[ \ln \left( \frac{Q_T}{Q_0} \right) \right]}}
\]  
(C.1)

**Complete information case.** Consider the framework introduced in Sec. 3 with \( r > 0 \). In this case, the optimal portfolio becomes:

\[
\frac{dQ_t^o}{Q_t^o} = \frac{dP_t^o}{P_t^o} + \left( 1 - \frac{\mu_t}{\sigma_S^2} \right) r \, dt,
\]  
(C.2)

\[
= \frac{\mu_t}{\sigma_S^2} \frac{dS_t}{S_t} + \left( 1 - \frac{\mu_t}{\sigma_S^2} \right) r \, dt,
\]  
(C.3)

\[
Q_0^o = x,
\]  
(C.4)

where \( P^o \) corresponds to the optimal portfolio under full information with \( r = 0 \) (see Eq. (3.4)). Then

\[
d\ln(Q_t^o) = \frac{\mu_t}{\sigma_S^2} \left( \frac{\mu_t}{2} - r \right) dt + \frac{\mu_t}{\sigma_S} dW_t^S + r \, dt.
\]  
(C.5)

Since \( \mu \) and \( W \) are independent, we can provide the following theorem:

**Theorem C.1.** Consider the portfolio given by Eq. (C.2). In this case:

\[
\lim_{T \to \infty} \frac{E \left[ \ln \left( \frac{Q_T^o}{Q_0^o} \right) \right]}{T} = \lim_{T \to \infty} \frac{E \left[ \ln \left( \frac{P_T^o}{P_0^o} \right) \right]}{T} + r,
\]  
(C.6)

\[
\lim_{T \to \infty} \frac{\text{Var} \left[ \ln \left( \frac{Q_T^o}{Q_0^o} \right) \right]}{T} = \lim_{T \to \infty} \frac{\text{Var} \left[ \ln \left( \frac{P_T^o}{P_0^o} \right) \right]}{T},
\]  
(C.7)

\[
\text{SR}_\infty^o(r) = \text{SR}_\infty^o(0),
\]  
(C.8)

where \( P^o \) correspond to the optimal portfolio under full information with \( r = 0 \) (see Eq. (3.4)) and \( \text{SR}_\infty^o(0) \) corresponds to its asymptotic Sharpe ratio.

**Remark C.2.** We observe that the asymptotic Sharpe ratio computed on excess logarithmic returns with \( r > 0 \) is equal to the asymptotic Sharpe ratio with \( r = 0 \) under full information.

**Partial information case.** Consider the framework introduced in Sec. 4 with \( r > 0 \). In this case, the optimal portfolio becomes

\[
\frac{dQ_t}{Q_t} = \frac{dP_t}{P_t} + \left( 1 - \frac{\hat{\mu}_t}{\sigma_S^2} \right) r,
\]  
(C.9)
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\[ \frac{\hat{\mu}_t}{\sigma^2_t} dS_t + \left( 1 - \frac{\hat{\mu}_t}{\sigma^2_t} \right) r dt, \quad (C.10) \]

where \( P \) corresponds to the optimal portfolio under partial information with \( r = 0 \) (see Eq. (4.5)). Then

\[ d\ln(Q_t) = d\ln(P_t) - r \frac{\hat{\mu}_t}{\sigma^2_t} dt + r dt. \quad (C.12) \]

**Theorem C.3.** Consider the portfolio given by Eq. (C.9). In this case

\[ \lim_{T \to \infty} \mathbb{E} \left[ \ln \left( \frac{Q_T}{Q_0} \right) \right] = \lim_{T \to \infty} \mathbb{E} \left[ \ln \left( \frac{P_T}{P_0} \right) \right] + r, \quad (C.13) \]

\[ \lim_{T \to \infty} \text{Var} \left[ \ln \left( \frac{Q_T}{Q_0} \right) \right] = \lim_{T \to \infty} \text{Var} \left[ \ln \left( \frac{P_T}{P_0} \right) \right] + \frac{r^2 \lambda(\beta - 1)^2}{2 \sigma^2_S}, \quad (C.14) \]

and the Sharpe ratio of this portfolio computed on excess logarithmic returns is given by

\[ \text{SR}_\infty(r) = \frac{\beta - 1}{\sqrt{\frac{r^2 \lambda(\beta - 1)^2}{2 \sigma^2_S} + \frac{2r^2}{\sigma^2_S}}}, \quad (C.15) \]

**Proof.** Since \( \hat{\mu} \) is a centered process, Eq. (C.12) gives Eq. (C.13). Moreover,

\[ \text{Var} \left[ \ln \left( \frac{Q_T}{Q_0} \right) \right] = \text{Var} \left[ \ln \left( \frac{P_T}{P_0} \right) \right] + \frac{r^2}{\sigma^2_S} \text{Var} \left[ \int_0^T \hat{\mu}_t dt \right] \]

\[ - \frac{2r}{\sigma^2_S} \text{Cov} \left( \ln \left( \frac{P_T}{P_0} \right), \int_0^T \hat{\mu}_t dt \right). \quad (C.16) \]

From Proposition 5, we have

\[ d\ln(P_t) = \frac{d\mu_t^2}{2\sigma^2_S(\beta - 1)} + \left[ \frac{\hat{\mu}_t^2}{\sigma^2_S} \left( \frac{\beta}{(\beta - 1)} - \frac{1}{2} \right) - \frac{1}{2} \lambda(\beta - 1) \right] dt. \quad (C.17) \]

Since \( \hat{\mu} \) is a centered Ornstein–Uhlenbeck process, there exists a Brownian motion \( B \) such that, for all \( s \in \mathbb{R}_+^* \):

\[ \mu_s = e^{-\lambda s} \lambda \sigma S(\beta - 1) B_{f(s)}, \quad (C.18) \]

where \( f(s) = \frac{e^{2\lambda s} - 1}{2\lambda} \). Moreover, \( \forall s, t \geq 0, \mathbb{E}[B_{f(s)}B_{f(t)}] = 0 \). Then \( \text{Cov}(\hat{\mu}_t, \int_0^T \hat{\mu}_t dt) = 0 \). Since \( \text{Var} \left[ \int_0^T \hat{\mu}_t dt \right] = \int_0^T \int_0^T \text{Cov}(\hat{\mu}_t, \hat{\mu}_\tau) d\tau dt \), Eq. (C.14) follows. Finally, the asymptotic Sharpe ratio is obtained with Eqs. (C.13) and (C.14).\[ \blacksquare \]
Remark C.4. Under partial information, the asymptotic Sharpe ratio is a decreasing function of the risk free rate. Indeed, it will increase the variance of the wealth. So the asymptotic Sharpe ratio with $r > 0$ is inferior to the asymptotic Sharpe ratio with $r = 0$ under partial information. Since \( \frac{s^2}{\sigma^2} = \text{SNR} \frac{\sigma^2}{\text{Var}[\mu]} \) with \( \text{Var}[\mu] = \frac{\sigma^2}{\lambda} \), if the signal-to-noise ratio and the mean reversion speed are fixed, the asymptotic Sharpe ratio is a decreasing function of the ratio between the free risk rate $r$ and the standard deviation of the trend. This point is in line with the intuition which leads to invest in the risky asset if it can be more profitable than the risk free asset. Finally, using Remark C.2, we obtain that the partial information factor with $r > 0$ also verifies:

\[
\text{PIF}(r) \leq \frac{2}{3^{1/2}} . \tag{C.19}
\]
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