How reliable are efficiency measurements of perovskite solar cells? The first inter-comparison, between two accredited and eight non-accredited laboratories†
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Perovskite materials have generated significant interest from academia and industry as a potential component in next-generation, high-efficiency, low-cost, photovoltaic (PV) devices. The record efficiency reported for perovskite solar cells has risen rapidly, and is now more than 22%. However, due to their complex dynamic behaviour, the process of measuring the efficiency of perovskite solar cells appears to be much more complicated than for other technologies. It has long been acknowledged that this is likely to greatly reduce the reliability of reported efficiency measurements, but the quantitative extent to which this occurs has not been determined. To investigate this, we conduct the first major inter-comparison of this PV technology. The participants included two labs accredited for PV performance measurement (CSIRO and NREL) and eight PV research laboratories. We find that the inter-laboratory measurement variability can be almost ten times larger for a slowly responding perovskite cell than for a control silicon cell. We show that for such a cell, the choice of measurement method, far more so than measurement hardware, is the single-greatest cause for this undesirably large variability. We provide recommendations for identifying the most appropriate method for a given cell, depending on its stabilisation and degradation behaviour. The results of this study suggest that identifying a consensus technique for accurate and meaningful efficiency measurements of perovskite solar cells will lead to an immediate improvement in reliability. This, in turn, should assist device researchers to correctly evaluate promising new materials and fabrication methods, and further boost the development of this technology.

Introduction

Since the first demonstration in 2009 1 of solar cells using a semi-conductor from a class of materials known as metal-halide perovskites, perovskite solar cells have been the subject of intense investigation as candidate materials to drive further growth in the photovoltaics (PV) industry. While the majority of the development so far has centred on opaque single junction devices, other potential applications, such as tandem solar cells and semi-transparent transparent devices, also hold great potential.

A primary reason for the strong interest in perovskite-based solar cells is the high efficiency—the ratio of the maximum device power output divided by the input power—reported for research prototype cells. The highest independently confirmed efficiency for single-junction cells is 22.1%, 2 which was achieved for a device with an area of 0.0946 cm². For a somewhat larger
Background

Before we introduce the complex challenge of efficiency measurement for perovskite solar cells, we will first describe the methodology for performance assessment for PV devices in general.

As PV devices are sensitive to operating conditions, such as irradiance, device temperature, solar spectrum and angle of incidence, the PV community has adopted a convention of reporting device performance at fixed conditions, known as the standard test conditions (STC), to enable fair comparisons between devices. The standard conditions specify a device temperature of 25 °C and a fixed spectral irradiance, known as AM 1.5G, with a total irradiance of 1000 W m⁻² and a spectral distribution derived from a model of natural sunlight. Performance measurements at approximately STC can be performed with relatively simple equipment, however, higher accuracy measurements require specialised equipment and expertise. Where the highest accuracy is required, such as independently verifying breakthrough device performance, the community relies on recognised test centres that are externally accredited for technical competency according to international standards (IEC 60904-1 and ASTM E948).

A central metric used by researchers to quantify PV performance at STC is the current-voltage characteristic, or I–V curve. This curve expresses the electrical current, and by extension, the power, that can be generated as a function of the potential difference (voltage) across the device electrodes. The range of voltage values included in the characteristic varies, but always includes values spanning the region between open-circuit (OC), where zero current flows, and short-circuit (SC), where zero potential difference exists across the device. Several important performance parameters can be obtained from I–V curves, in particular, the voltage and current at which the maximum power can be produced by the solar cell, referred to as the maximum power point (MPP). The power conversion efficiency, or simply, the efficiency, is the ratio of the output power at MPP divided by the input power (solar irradiance). Knowledge of the I–V curve can also provide valuable information on the physical mechanisms governing power generation and is important for control systems for deployed devices.

An I–V curve is typically measured by varying (scanning) the voltage across the device and recording the measured current at each voltage. Typically, I–V curves are performed in a step-wise fashion, maintaining each voltage for a finite time – referred to as the dwell time – prior to measuring the current and then abruptly changing to the next voltage. For “well-behaved” PV devices, it can generally be assumed that the device current rapidly stabilises (on a sub-millisecond timescale) to a value based only on the existing measurement conditions (voltage, temperature and spectral irradiance) and not on the prior history of the device. For this reason, I–V scans are commonly carried out with short dwell times, yielding entire I–V curves within milliseconds (in pulsed illumination systems) to seconds (continuous illumination).

However, the situation is more complex for some PV technologies, for which modified measurement techniques have
been developed. For example, dye-sensitised solar cells, which typically exhibit longer response times (milliseconds to seconds timescale) to changes in bias, can require $I-V$ sweep times of 5 s or more (corresponding to a scan rate of less than 150 mV s$^{-1}$) to allow sufficient current stabilisation at each bias value.$^{12,13}$ The three most commercially established thin-film PV technologies – copper indium gallium selenide (CIGS), cadmium telluride (CdTe) and amorphous silicon (a:Si) – can typically be measured with rapid $I-V$ scans (including pulsed), but require careful stabilisation treatments prior to measurement, referred to as pre-conditioning. This pre-conditioning is required because these devices can exhibit long-term (much longer than the time required for a single measurement) meta-stable behaviour. Although no international standard for thin-film device performance assessment exists, the standard for qualification of thin-film modules (IEC 61646) requires that modules are exposed to a minimum of two 43 kWh m$^{-2}$ light soaking cycles. A recent study by Kenny et al. found that this treatment yields repeatable performance measurements for CIGS (although only when $I-V$ curves where measured immediately following light-soaking), whereas at least five cycles were required to fully stabilise CdTe modules, and even nine cycles were insufficient to achieve stabilisation in a:Si/µSi modules.$^{14}$ High efficiency and high capacitance crystalline silicon modules generally do not require pre-conditioning, but their response time can require sweep times of greater than 100 ms (sweep rate less than 7500 mV s$^{-1}$) to ensure the current at each voltage stabilises prior to measurement.$^{15}$ This is typically problematic for conventional pulsed $I-V$ measurement systems, many of which have a flash duration of around 10 ms. For these devices, testing with long pulse flash illumination or even continuous illumination can be required.

Efforts up until now to achieve repeatable measurements of efficiency for perovskite solar cell at STC tend to indicate that, at least for present research prototype devices, the challenges faced for perovskite solar cells are greater than for other PV cell types. These difficulties, which have been widely discussed,$^{16-22}$ are due to a complex, dynamic device response to changes in cell voltage (during $I-V$ scans) and test conditions, in particular, the change from ambient conditions to STC. The timescales of key dynamic processes span a particularly large range—from nanoseconds$^{23}$ through to seconds, minutes and even hours.$^{22}$ As expected, when $I-V$ measurements are performed on these devices on comparable timescales, the extent of stabilisation at each voltage value is highly dependent on the chosen scan rate, as well as on the previous history of the device. Furthermore, this has also been observed to be strongly dependent on film morphology$^{24}$ and device architecture.$^{16}$

The fact that measurement results exhibit a significant dependence on the technique, device history,$^{26,22}$ and device architecture is clearly undesirable. An obvious solution to this problem would be simply to perform slower scans, allowing sufficient time for complete stabilisation at each voltage value. This, however, is only feasible if the device does not undergo irreversible performance degradation during the measurement. For perovskite solar cells, it generally cannot be assumed that this is the case – see the recent review on stability by Leijtens et al.$^{25}$

Thus, a critical question for perovskite solar cell research is how to perform accurate, repeatable and meaningful efficiency measurements. Some authors have offered suggestions on best-practice measurement techniques$^{21,26,27}$ including measuring $I-V$ curves in both (increasing and decreasing) voltage scan directions and at various scan rates, supplementing these measurements with additional techniques. However, there is still much work to be done towards arriving at one or more prescriptive standard approaches that achieve consensus amongst PV researchers. In particular, methods are required to be general enough to address the varying transient properties observed for different cell architectures. A key requirement is that the measured performance is not affected by transient processes, rather, that it represents the stabilised or steady-state performance of the device. For $I-V$ curves, it follows that the current at each voltage value must be steady-state to yield the steady-state voltage dependence.

Below, we briefly describe approaches that have been used to measure the efficiency of perovskite solar cells.

**Measurement techniques**

**Conventional $I-V$ curve.** Current is measured for a range of voltages using either a continuous or step-wise voltage sweep. The sweep rate is typically constant.

**Maximum power point tracking (MPPT).** Numerous variations exist. A common technique uses a ‘perturb and observe’ approach to continuously update the device load resistance to identify the (stabilised) maximum-power point.$^\dagger$

**Stabilised current at fixed voltage (SCFV).** Current at a fixed voltage is measured continuously until stabilisation occurs. This results in a measurement of the steady-state efficiency if the voltage is accurately chosen to be the maximum-power-point voltage.

**Dynamic $I-V$.** Identical to a conventional step-wise $I-V$ curve with the difference that the device is held at each voltage long enough to permit stabilisation of the current.

The latter three techniques described above all permit dynamic measurement times to ensure stabilisation, and differ primarily in the measurement output (MPP, a single $I-V$ pair and a full $I-V$ curve, respectively). In fact, one could consider the dynamic $I-V$ approach to simply be a set of consecutive SCFV measurements at voltage values to cover the range of interest. An advantage of dynamic approaches is that they inherently incorporate pre-conditioning by allowing sufficient time for stabilisation prior to the measurement. These flexible approaches are well-suited to address systems where required stabilisation times are a complex function of multiple variables.$^{25}$ In contrast, conventional $I-V$ curves require careful consideration of pre-conditioning treatments and scan parameters. This can be difficult to establish and may result in measurements that are either longer than necessary, leading to

$^\dagger$ We note that in deployed PV systems, MPPT is used to maximise electrical power generation under varying climatic conditions. In contrast, when implemented for efficiency measurements of perovskite solar cells, the motivation is often to identify the steady-state maximum-power-point that is slowly established under non-varying conditions.
the risk of measurement error due to degradation, or not long enough, resulting in non-steady-state measurements. Prior to this work, a dynamic approach, using pre-defined stability criteria has been implemented by Dunbar et al. for perovskite devices for steady-state measurements of short-circuit current density (Jsc) and open-circuit voltage (Voc). Some authors have monitored stabilisation at each voltage in step-wise I–V curves without setting the times dynamically. The SCFV approach has been widely used and MPPT has been used by some authors.

Experimental

The inter-comparison was carried out between April and October 2016 between CSIRO’s PV Performance Laboratory (hereafter referred to simply as CSIRO), NREL and eight Australian PV research laboratories. The two independent test laboratory participants, CSIRO and NREL, hold accreditation to the ISO/IEC 17025 technical competency standard for performance measurements for PV cells, and used their typical equipment and test procedures in the inter-comparison. The participating research laboratories were, in a randomised order: the University of New South Wales, Australian National University, Monash University, University of Queensland, Queensland University of Technology, two CSIRO PV research groups in Melbourne and Newcastle (both of which are physically and operationally separate from CSIRO’s accredited PV Performance Laboratory) and one additional laboratory, the name of which is undisclosed due to reasons of commercial confidentiality. As the purpose of this study was to assess the role of measurement technique, and not to identify which institutes have reliable measurement procedures and which do not, results for the research laboratory participants are presented anonymously. The eight research laboratories were assigned alphabetic identifiers according to the chronological order of the measurements from A (first) to G (last).

To enable monitoring of any device degradation, a star-type inter-comparison was chosen, where the host laboratory (CSIRO) measured the circulated devices periodically throughout the study. All participant results were reported to, and collated by, CSIRO. The inter-comparison device set included two packaged perovskite solar cells and one packaged KG1-filtered silicon control device.

There were two key requirements for the selection of suitable perovskite samples for this study. The first was that they exhibited a favourable combination of efficiency and stability for devices of their size (the chosen cells had a nominal area of 1 cm²). This requirement was necessary to enable an effective comparison of measurement results between multiple institutes over an extended period of time. The second was that the cells exhibited considerably different behaviour during efficiency measurement. This requirement was imposed to enable an assessment of the effectiveness of common techniques for devices of varying dynamic behaviour, in particular, to identify which techniques were most effective regardless of the device under test.

The perovskite cells, identified as ‘A’ and ‘B’, were contributed by an external laboratory in response to a request from the host laboratory for samples that met these requirements. The host laboratory was not informed of, and thus did not disclose to the participants, the respective architecture of the devices until the completion of the study. It was subsequently revealed that cell A, which exhibited generally slower transient behaviour, was fabricated with a triple-layer scaffold of meso-TiO2[ZrO2]C infiltrated by a perovskite semi-conductor, similar to that fabricated by Mei et al. Cell B, which exhibited generally faster transient behaviour, was fabricated with a c-TiO2|meso-TiO2|perovskite|C architecture, similar to that fabricated by Zhou et al. The perovskite compound used in both devices was CH3NH3PbI3 (MAPbI3). The influence of the choice of these configurations of perovskite compound and architecture on the results of this study is discussed later in this paper.

The cells were sealed with a polymer gasket and a glass cover slip and supplied to CSIRO with two wires attached to each electrode respectively for electrical contact. At CSIRO they were then individually packaged in cast aluminium enclosures (details provided in the ESIT†). Although the packages introduced optical losses and hence reduced the device efficiency, this was considered acceptable given the benefits that the packages provided. These benefits included: easy device handling and positioning in test beds, and additional protection for the devices against degradation during storage and transit. To further minimise the risk of degradation, the first phase of the inter-comparison, involving only the Australian laboratories, was carried out over a short time period (9 laboratories in 14 days). When in storage at the host laboratory, the cells were kept in the dark in a low-moisture desiccator cabinet.

The third cell in the inter-comparison set, cell C, was a commercially packaged KG1-filtered monocrystalline silicon reference cell (PV Measurements) with a nominal area of 4 cm². Cell C served as an important control device for the study for two reasons. Firstly, as a packaged reference solar cell, it can be considered to be highly stable over the duration of the inter-comparison. Secondly, as a monocrystalline silicon cell, the complex transient behaviour observed for perovskite solar cells can be considered to be absent.

Participants were asked to perform their “best practice” measurement of the efficiency of the devices. At a minimum, they were required to include I–V parameters derived from forward (SC to OC) and reverse (OC to SC) scans but were also encouraged to try any additional technique they considered appropriate. As no information was provided on the architecture or expected device behaviour during efficiency measurement, participants were permitted to perform preliminary tests to identify the most appropriate approach to use for each cell.

Only two laboratories (CSIRO and NREL) measured the area of the devices, whereas the others assumed the nominal values. The method used to measure device area at CSIRO has been described previously. To enable comparison, all results have been expressed to the nominal area values. CSIRO and NREL were also the only participants to report the external quantum efficiency and correct for spectral mismatch. We compare area...
values and external quantum efficiency curves measured by CSIRO and NREL in the ESI (Fig. S1–S4†).

Results

Silicon control device

Measurements of six key solar cell performance metrics – open-circuit voltage ($V_{oc}$), short-circuit current density ($J_{sc}$), fill-factor (FF), voltage at MPP ($V_{mpp}$), current density at MPP ($J_{mpp}$) and efficiency – reported by inter-comparison participants for the silicon control device are shown in Fig. 1. The results reported by Lab E for this cell deviate significantly from the other results – for reasons that will be discussed shortly – and are omitted from Fig. 1 for clarity, but the entire set of results is presented in Fig. S5 in the ESI.† The periodic host laboratory measurements (squares) are in mutual agreement to within the indicated error bars (expressed to a confidence level of approximately 95%), as expected due to the high stability of the reference cell. Results from the two laboratories that hold accreditation for PV measurement, CSIRO and NREL (triangles), are also in good agreement.||

The results reported by the other participants (diamonds) are distributed about the NREL and CSIRO values with varying agreement, which we now attempt to explain based on the measurement technique employed by each participant. The IEC 60904-1 and ASTM E948 standards for PV performance assessment describe measurement procedures which the PV research community uses, to varying degrees of adherence, for efficiency measurements. In Table 1, the adherence of the inter-comparison participants to key good measurement practices within the standard methodology are listed. We identify the most important practices as those, which, when absent, are associated with the largest discrepancies from the results reported by CSIRO and NREL, which followed all practices. From this it follows that the most important practice for this device is using a 4-wire electrical connection, followed by controlling the temperature of the cell to the desired test temperature. The effect of the absence of these practices is shown in Fig. 2. Labs using 2-wire measurements generally reported lower efficiency values. This is expected, as unlike 4-wire connections, a 2-wire connection fails to eliminate the series resistance, $R_s$ of the measurement circuit from the $I$–$V$ curve. The consequence is that for each current value, $I$, in the $I$–$V$ curve, the measured voltage is reduced by a voltage drop of $IR$ across the measurement circuit. This voltage drop for each current value in the $I$–$V$ curve results in an overall reduction in the measured device fill-factor and, hence, efficiency. While this error may not be significant for small-area/low current devices, the use of a 4-wire connection is evidently important for this 4 cm$^2$ filtered silicon reference cell. Laboratory E, which used a two-wire connection, reported a particularly low efficiency. There were two other labs that used two-wire connections, and while they also reported significantly lower FF than all other participants, it is likely the effect was mitigated somewhat compared to Lab E by using lower resistance test leads. Labs that didn’t control the cell temperature also reported lower values. Assuming a negative temperature coefficient, typical for silicon solar cells, this observation can be attributed to measurements being performed at temperatures higher than 25 °C, due to, for instance, cell heating during multiple measurements or device alignment under illumination. Excluding Lab E, the inter-laboratory variability expressed to two standard deviations between the non-accredited participants is 2.8 (3.6)% for $V_{oc}$, 5.2 (4.4)% for $J_{sc}$, 5.8 (5.4)% for FF and 7.4 (7.6)% for efficiency as derived from scans in the forward (reverse) direction.

In Table 2, we compare the variability of the reported short-circuit current (where each value is expressed as the average of the values obtained from forward and reverse scans) to previously reported round-robin results for packaged silicon cells. The results of this study are found to lie within the range of previous inter-comparison results.

| Fig. 1 Inter-comparison results for cell C: a KG1-filtered packaged monocrystalline silicon reference cell. Where reported by participants, uncertainty levels are indicated by error bars expressed to a confidence level of approximately 95%.

| Table 2 | Variability of the reported short-circuit current (where each value is expressed as the average of the values obtained from forward and reverse scans) to previously reported round-robin results for packaged silicon cells. The results of this study are found to lie within the range of previous inter-comparison results.
was monitored for 45 minutes, or until stabilisation to a pre-defined criterion occurred. This criterion, which mandated an absolute rate of change of less than 0.025%/min evaluated over the most recent 4 minutes of data, was determined in previous work.\textsuperscript{22} Whereas the transient behaviour in cell C can be attributed to the increase in temperature that occurs when the shutter is opened (as evident by the linear $V_{oc}^{-}\Delta T$ relationship to which the dataset conforms, see inset), the transient response of the perovskite solar cells are slower and more complex. Both perovskite cells exhibit an initial increase in $V_{oc}$ reaching a maximum after approximately 1 and 10 minutes for cells B and A, respectively, followed by a gradual decrease towards the stabilised value. For cell B, the $V_{oc}$ stabilises within 20 minutes, but the $V_{oc}$ for cell A does not meet the stability criterion within the monitoring period. The shape of the purple curve in the inset suggests that for cell B, the transient response to the change in illumination dominates in the first minutes of the measurement, after which the $V_{oc}$ appears to be primarily governed by the device temperature. In contrast, the transient response for cell A persists well after the temperature has stabilised. We note that the absolute temperature change for perovskite solar cells is greater than for the silicon cell due to the thermal properties of the packages being different, resulting in larger differences between the in temperature between the device and the stage.

The results in Fig. 3 reveal information on the transient response of the perovskite cells to two kinds of change in conditions: a change in the irradiance (from room light level to near one sun) and a change in cell temperature. A third important change in conditions is the change in voltage bias, as occurs during all I–V scans. To identify suitable I–V scan parameters for the perovskite cells A and B, an investigation of the influence of scan rate on the I–V behaviour was performed. The exact pre-conditioning and measurement sequence is described in the ESI.\textsuperscript{†} We note that to minimise the risk of degradation during investigations prior to the inter-comparison, we limited the investigation to the influence of the scan rate only. The pre-conditioning procedure was chosen based on previous studies.\textsuperscript{20,22} The scans were performed step-wise with a fixed step of 50 mV and variable dwell times at each voltage equivalent to scan rates of 100, 4.5, 2.3 and 1.3 mV s$^{-1}$. The scan rates were trialled in decreasing order.

Fig. 4 and 5 show key I–V parameters as a function of scan rate for cells B and A, respectively. We observe a high degree of repeatability (good agreement between two repeat

Table 1 The adherence of each laboratory to key good measurement practices advocated by international PV standards. DUT stands for device under test. An ‘N’ in the 4-wire electrical contact row indicates a 2-wire measurement was used

<table>
<thead>
<tr>
<th>Measurement practice</th>
<th>CSIRO</th>
<th>NREL</th>
<th>LAB</th>
<th>B</th>
<th>LAB C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell temp. controlled</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Cell temp. monitored</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Environment temp. monitored</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Light source referenced</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>DUT height considered</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>DUT lateral position considered</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>4-Wire electrical contact</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

Fig. 2 Two measurement practices were particularly decisive in the measured efficiency for the silicon cell (cell C): the use of a 4-wire electrical connection (bottom) and temperature control of the device (top). Horizontal, dashed lines show the median values for each category.

Perovskite devices: host measurements

Before we present the inter-comparison results for the perovskite devices, we will describe the approach taken by the host laboratory (CSIRO) to identify appropriate measurement procedures for each cell.

Fig. 3 shows the transient behaviour during a trial pre-conditioning treatment at STC with the device held at open-circuit. Device temperature was controlled with a thermoelectric stage, with temperature setpoints chosen so that the stabilised cell temperature was close to 25 °C. This simple test illustrates the different dynamic behaviours of the two perovskite devices (A and B) and the silicon cell (C). The $V_{oc}$
Table 2  Summary of published inter-comparisons for packaged silicon reference solar cells. The values provided for this paper represent the $\langle 2\sigma \rangle$ variation of $I_{sc}$ values, obtained from the average of forward and reverse $I$–$V$ scans reported by participants, excluding the results from Lab E

<table>
<thead>
<tr>
<th>Participants</th>
<th>Samples</th>
<th>$I_{sc}$ variation ($2\sigma$) (mean variation of all samples)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1986</td>
<td>The top PV research labs in 8 countries – perhaps the equivalent of what are now accredited test labs</td>
<td>14 crystalline silicon cells; 2 cm $\times$ 2 cm in size; identically packaged behind a quartz window with temperature control</td>
<td>5.6% \textsuperscript{a}</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Two packaged CZ cells, two packaged multicrystalline cells and one packaged FZ cell</td>
<td>1.54%</td>
</tr>
<tr>
<td>1989</td>
<td>A second round-robin of the key international PV labs – now 9 countries, all recognised as having high end measurement capabilities</td>
<td>20 crystalline silicon cells; 2 cm $\times$ 2 cm in size; identically packaged behind a quartz window with temperature control (WPVS package)</td>
<td>7.3%, then results were heavily filtered to achieve 1.9% for establishment of WPVS</td>
</tr>
<tr>
<td>1993</td>
<td>Third international round robin – 13 laboratories in 8 countries. Three results were removed because they were not ‘primary’ calibrations</td>
<td>4 crystalline silicon cells; 2 cm $\times$ 2 cm in size; identically packaged behind a quartz window with temperature control (WPVS package)</td>
<td>0.8% \textsuperscript{a}</td>
</tr>
<tr>
<td>2017</td>
<td>Four labs (three non-accredited + AIST)</td>
<td>$1 \times$ packaged mono:Si cell (2 cm, KG1 filter)</td>
<td>(i) 4.8% \textsuperscript{a}</td>
</tr>
<tr>
<td></td>
<td>(i) 8 non-accredited PV research labs in Australia (ii) 8 non-accredited PV research labs in Australia + CSIRO\textsuperscript{3} and NREL</td>
<td>(ii) 4.4% \textsuperscript{a}</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a} Calculated (by the authors of this paper) from data provided in reference. \textsuperscript{b} This result was calculated using a single CSIRO measurement which was performed on day 22: between the completion of measurements by the Australian labs and prior to the NREL measurement.

Fig. 3  Transient behaviour exhibited by the inter-comparison devices following a transition from ambient room light to full illumination. The open-circuit voltage (full lines) and device temperature (dashed lines) are continuously measured until stabilisation occurs (see text). The inset plot shows the same $V_{oc}$ data, plotted as a function of $T$. These measurements were performed at CSIRO.

measurements) for each combination of scan direction and rate. For both cells, we observe that the pre-conditioning is sufficient to achieve reasonable stabilisation at the scan starting voltage (i.e. 0 V for the forward scans, $V_{oc}$ for the reverse scans), as demonstrated by a relatively small variation of these parameters with scan rate. In contrast, the $I$–$V$ parameter measured at the end of the scan ($V_{oc}$ for the forward scan and $J_{sc}$ for the reverse scan) are under- and over-estimated, respectively for larger scan rates. In general, all 4 parameters converge as the scan rate is reduced, suggesting that the scan parameters are approaching those required to capture steady-state current-voltage dependence.

Cell B (Fig. 4) exhibited a significant discrepancy between $I$–$V$ parameters extracted from scans in the forward and reverse directions at 100 mV s$^{-1}$. However, for the three slower scan rates trialled, relatively good agreement was achieved. The $I$–$V$ curves from which these parameters have been extracted are shown in Fig. 5 in the ESL$^\dagger$

For cell A (Fig. 5), significant differences between scan directions are observable even at the slowest scan rate trialled, indicating that these scan rates still fail to provide the device sufficient time for the current to stabilise at each voltage. The corresponding $I$–$V$ curves (Fig. 6) clearly show the widely observed overshoot in current near MPP for the reverse scans, leading to errors near MPP that reduce slowly with decreasing scan rate. In contrast, the apparent errors near SC decrease more rapidly with decreasing scan rate.
It is likely that a combination of extending the duration of pre-conditioning and using slower scan speeds would have enabled steady-state behaviour to be more accurately probed for cell A. However, based on Fig. 3 and 5, it seems likely that this would require pre-conditioning and scan times on the timescale of hours. Due to concerns that doing so would increase the risk of the cell not remaining sufficiently stable throughout the inter-comparison, longer measurements were not considered.

Following the initial investigation, a measurement sequence (consisting of steps 1–5 listed in Section 5 of the ESI†) using a scan speed of 2.3 mV s⁻¹ with a step size of 50 mV, was used for both cells for all subsequent CSIRO measurements during the inter-comparison.

**Perovskite devices: inter-comparison**

The measurement approaches employed by all participants for perovskite devices A and B are summarised in Table 3. These parameters supplement the information on general measurement practices in Table 1.

$I–V$ parameters reported by the participants are shown in Fig. 7 and 8 for cells B and A, respectively. The same marker and colour conventions are used in Fig. 1 with the addition of cyan markers which denote dynamic measurements. We note that some dynamic measurements, such as MPPT, return only a subset of $I–V$ parameters. Full dynamic $I–V$ curves, such as the method employed by NREL – referred to as “Asymptotic $P_{\text{max}}$” – acquire $J_{\text{sc}}, V_{\text{oc}}$ and the “knee” region of the IV curve containing the MPP.

The overall variability (1σ) in reported efficiency is shown in Fig. 9 for two categories: (1) all repeat host measurements and (2) all non-accredited participants. We note that due to the anomalous result reported by Lab E for cell C due to the large series resistance introduced into the measurement, this result is omitted from this figure. Drawing our attention first to cell C in the lowest pane, we see that as expected, the variability is small (<1%) for the repeat host measurements where identical procedures were used by the same operator with the same equipment each time. The variation between the non-accredited participants is somewhat larger (3.7% and 3.8% for the forward and reverse scans, respectively) due to the variation in measurement approaches, equipment and operators as discussed at the start of the Results section.

For cell B, the variability of the host measurements is between 3.2 and 3.3% for both scan directions. This significant
Table 3  Measurement approaches employed by participants for the perovskite devices. The top section describes the pre-conditioning applied to the cells prior to I–V scans, including the treatment (holding the cell at a given voltage or repeatedly performing I–V curves) and duration and end condition of light exposure (after a fixed time has elapsed or when a given parameter is stable or appears to reach a maximum value). The next section describes the details and sequence of the forward and reverse scans. The final section describes any additional method employed by the laboratory: dynamic I–V, maximum power – point tracking and stabilised current at a fixed voltage. Where values are separated by a ‘|’ character, the left value applies to cell A and the right to cell B. Otherwise, the values were the same for both cells.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Start V&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Light exp. duration (s)</th>
<th>Exp. end condition</th>
<th>1&lt;sup&gt;st&lt;/sup&gt; scan direction</th>
<th>2&lt;sup&gt;nd&lt;/sup&gt; light exp. duration (s)</th>
<th>2&lt;sup&gt;nd&lt;/sup&gt; exp. end condition</th>
<th>Additional measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light exp. duration (s)</td>
<td>600</td>
<td>n/a</td>
<td>60</td>
<td>Stable P&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Stable</td>
<td>Stable</td>
<td>MPPT</td>
</tr>
<tr>
<td>Exp. end condition</td>
<td>n/a</td>
<td>Time</td>
<td>Stable</td>
<td>Stable P&lt;sub&gt;max&lt;/sub&gt;</td>
<td>Stable</td>
<td>Stable</td>
<td>SCFV&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup> At NREL, conventional I–V measurements of perovskite cells, such as those required to be performed for this comparison (red/blue markers in Fig. 7 and 8), are automatically labelled as “bogus” they are believed inappropriate for this device type. Instead, the dynamic approach (cyan markers in Fig. 7 and 8) is preferred.<sup>b</sup> Cell held at scan start voltage.<sup>c</sup> Used previous I–V scans to estimate V<sub>mp</sub> to use as fixed voltage.

variation, which is observed despite the use of identical measurement procedures, is attributed to longer-term (time-scale of days) device aging. This will be discussed in detail in the next section. For the non-accredited participants, the variation is between 4.5 and 4.9% for both scan directions. This variation is approximately 1% greater than observed for the stable reference cell (C), which, based on the corresponding host variability, must be due in part to device aging effects. However, given the observation that most labs reported significant discrepancy between I–V parameters from different scan directions, it is also likely to be partially due to the effectiveness of different measurement techniques in the presence of short-term transient processes relevant for the perovskite device.

For cell A, the variability of the host measurements is clearly larger in the forward direction (6.4%) than the reverse direction (1.3%). The reason for this difference is not completely clear, but a contributing factor is likely to be that the forward scans were always performed first, and by the time the reverse scan commenced, the additional illumination during the forward scan may have served to further pre-condition the device and hence reduced the influence of prior device history.

In comparison to the repeat host measurements, the variability between the non-accredited participants is considerably larger: 34.8 and 37.0% for the two scan directions. This result, which serves as a quantitative indication of the general measurement reliability for slowly responding perovskite cells, is one of the key results of this paper. If we compare the average of the variability in both scan directions for each cell, we find the increase in variability compared to cell C is a factor of 1.3 for cell B and 9.6 cell A. The reasons for this large variation observed for the perovskite cells, in particular for cell A, are investigated in detail in the Discussion.

**Device stability**

Before proceeding to the Discussion, we will briefly comment on the influence of device stability on the interpretation of the inter-comparison results. In Fig. 9, we see for cells A and C, the variation in host measurements over the study was significantly lower than the inter-comparison measurements. It follows that the stability was more than sufficient to enable to impact of variations in measurement technique (and equipment) to be clearly observed. For cell B, the host and inter-laboratory measurement variability are more similar, which makes the role of measurement approach somewhat more difficult to assess. Nevertheless, we find that we are still able to isolate the role of measurement technique (see Fig. S8 in the ESI†).

The variation in host laboratory results throughout the intercomparison can be observed in Fig. 7 and 8 (square markers). The corresponding I–V curves are shown in Fig. S7.‡ Two explanations for the observed variation present themselves. The first is that the true steady-state performance exhibits long-term stability (invariant with device age), but the implemented device pre-conditioning is insufficient to prevent previous device history from affecting the result. The second is that the steady-state performance is not constant, but changes with device age.

For cell B, recalling that the measurement approach appears to capture steady-state behaviour to a good extent (Fig. 4), we
attribute the majority of the variability to genuine changes in the device performance over time. As opposed to a gradual decrease, as would be expected if irreversible degradation dominated these changes, the performance appears to both increase and decrease, that is, until a clear sign of degradation appears. This occurs between CSIRO measurements on days 32 and 90, during which time the cell had been shipped internationally to and from NREL. The transit introduced multiple factors, including extended exposure to ambient conditions, extreme temperatures, pressure fluctuations, and mechanical shock, all of which could be expected to promote degradation. It is not known which of these influences were of most importance in causing the observed degradation.

For cell A, the reduction in efficiency during international transit was relatively minor. In contrast to cell B, the shape of the $I-V$ curves changes throughout the inter-comparison (Fig. S7†). Particularly notable is that with age, the bump near MPP for the reverse scan becomes increasingly prominent, which is consistent with previous observations by O’Regan et al.36 This behaviour invites comparison to a similar observation made when performing $I-V$ scans at varying scan rates at a constant device lifetime (see our Fig. 5 and 1a of Tress et al.17). The decrease in the forward short-circuit current with age (also observed by both by O’Regan et al. and Tress et al.), however, must be attributed to gradual degradation, as we are confident that the value as measured in the forward scan is steady-state.

In the next section, we investigate the relationship of measurement approach on the reported values for cell A and attempt to account for the large inter-laboratory variation.

**Discussion**

**Influence of measurement technique**

To investigate the role of measurement technique on the results reported by each laboratory, each technique was reproduced under controlled conditions at CSIRO. The implementation of these techniques was matched as closely as possible to the implementation by the roadshow participants. By holding the following factors constant: operator, measurement equipment, spectral irradiance, device age and cell temperature, we were able to isolate and examine the influence of measurement technique. These measurements were performed following the completion of the inter-comparison (day 200).
Fig. 10 shows $I$–$V$ curves measured using four selected techniques of interest. The techniques were: dynamic $I$–$V$ (used by NREL), slow scans (CSIRO), fast scans following light-soaking at OC ("OC soak", Labs B, C, D and H) and repeat scans (Labs A, E and F).

The dynamic $I$–$V$ approach is considered to be the most reliable, as it allows sufficient current stabilisation at each voltage to ensure the curve reflects steady-state behaviour. In the implementation at CSIRO (Fig. 11), the current at a given fixed voltage under illumination is monitored until the rate of change becomes less than 0.2%/min, evaluated over the most recent four minutes of measurements. For this cell, the measurement of one reverse and one forward scan took over 3 hours. This corresponds to an average scan rate of 0.2 mV s$^{-1}$, although we note that the scan rate is non-constant, and a measurement with a fixed scan rate of this value would be expected to be too fast for some voltage regions and too slow for others. Due to the excellent agreement between the (steady-state) $I$–$V$ curves we conclude that these results were not significantly affected by degradation. The good agreement between the stabilised current measured in both directions (<1% near $V_{\text{mpp}}$ and <6% for the entire curve) demonstrates that dynamic approaches can achieve accurate steady-state measurements even for slowly responding devices as long as the device is sufficiently stable. Such approaches are likely to be the most suitable for general use, from slowly responding devices similar to cell A to more rapidly responding cells similar to cell B and even cell C, provided their implementation is flexible enough. Method selection will be discussed in more detail in the Recommendations section.

The technique that shows the second-best agreement between $I$–$V$ scans in both directions in Fig. 10 is the light-soak at OC followed by consecutive fast scans (OC soak). Here, the device was held under illumination at OC for ten minutes prior to fast reverse and forward scans in immediate succession. As has been observed in the literature, the extended pre-conditioning of a device at open-circuit/forward-bias in this way can establish a device condition favourable for current generation, which, for a fast subsequent reverse scan, may be maintained to a sufficient extent such that little hysteresis is observed. It is likely that if the scan rate was increased further, even better agreement between the scan directions could have been achieved. However, as evident by comparing these curves to the dynamic $I$–$V$ curves, the absence of major hysteresis isn’t
sufficient to claim that a measurement reflects steady-state behaviour.\textsuperscript{29} Here, the reverse and forward curves obtained using this method over-estimated the current for most of the bias voltage range below the soak voltage. This measurement approach has been referred to as “TEBBing” (temporary enhancement by bias) in the literature.\textsuperscript{29}

In contrast, the approach used by CSIRO during the inter-comparison (slower scans of 2.3 mV s\textsuperscript{-1} with pre-conditioning for each scan at the start voltage) yields relatively large hysteresis. We note that even though the forward and reverse curves differ significantly, each curve is individually repeatable (Fig. 5 and 6). As was discussed earlier, the pre-conditioning at the scan start voltages ensured good stabilisation at the first voltage values of the scan, however the scan rate, which is evidently too fast to allow the current to stabilise at each voltage, returns erroneous (non-steady-state) current values for the intermediate and final voltage values (Fig. 5). The agreement between scan directions could have been improved by omitting the pre-conditioning between scans. Interestingly, as we will see in Fig. 13, the average of the efficiency values extracted by both scan directions is close to the best estimate of the steady-state value.

The fourth method shown in Fig. 10, which we refer to as the repeat scan technique, consists of repeatedly scanning the device in one direction until the derived efficiency stabilises. The results obtained from the implementation of this method at CSIRO are shown in Fig. 12. The sequence consisted of pre-conditioning at open-circuit under ambient room light for at least 30 minutes followed by consecutive fast scans in the same direction. For both scan directions, the performance increases sharply for the first 30 measurements, primarily due to increases in $J_\text{sc}$ and FF, and starts to stabilise after 50–70 measurements. For the reverse scan, the characteristic bump near MPP is present for the initial scans before the $I$–$V$ curves gradually become smoother. We note that although the efficiency derived from the respective scan directions does indeed stabilise, the two stabilised values are not the same, demonstrating that this technique does not yield steady-state values. We attribute the cause of this behaviour to be the constant voltage cycling, which does not permit steady-state behaviour to be reached despite the extended light-soaking. As we will see in Fig. 13, both of these stabilised values are under-estimates compared to the most reliable measurement of steady-state performance.

Fig. 13 compares the derived efficiency from all techniques reproduced at CSIRO. We will initially restrict our attention to the standardised measurements, indicated by purple and cyan dots for forward and reverse scans, respectively. The results have been arranged from left to right in order of increasing efficiency as derived from the reverse scan, and normalised relative to the forward scan of the dynamic method, which we consider to be the most reliable.

Remarkably, a difference of over 100\% is observed between the results obtained with the various methods. As expected, the extended pre-conditioning at open-circuit immediately followed by a fast reverse and forward scans results in a large over-estimate, which is the largest value of any method reported in this study. The largest under-estimate is obtained by soaking the cell at short-circuit. The two non-dynamic methods which obtain the best agreement with the efficiency reported by the dynamic method are the repeat scan and the $V_{\text{mpp}}$ soak.
Data from the inter-comparison are also included in Fig. 13, plotted with red and blue dots for forward and reverse scans, respectively. The trend exhibited by the inter-comparison data matches the standardised measurements at CSIRO extremely well. This confirms that for this device, the choice of $I-V$ scan method—characterised by pre-conditioning, scan speed, scan direction and dynamic or non-dynamic scanning—is vastly more important than temperature control and irradiance calibration. This is in contrast to silicon cells, where the faster device response (<ms) usually means the former measurement properties are less influential, and hence the latter are of primary importance. This is compelling evidence that standardised, accurate, and reliable measurement techniques for perovskite solar cells are necessary.

The influence of the choice of inter-comparison cells

The cells used in this study were found to be very effective in enabling an exploration of the influence of measurement over a large range in device behaviour. For the faster-responding cell (B), the variability in results introduced by different measurement techniques was not significantly greater than the variability due to device aging. In contrast, for the slower-responding cell (A), the choice of measurement technique was the single most important factor in the observed results. Cells A and B were overall highly effective samples for the purposes of (i) examining the role of dynamic behaviour on inter-laboratory agreement and (ii) identifying robust techniques that are effective regardless of device composition. The samples were particularly suitable for these purposes due to the large range of response time spanned by the cells (see, for instance, Fig. 3). An added benefit of cells A and B was the use of MAPbI$_3$, for which an extensive body of literature on ion migration, device hysteresis and light soaking effects is available. The hole transport layer-free device structures with carbon electrodes present in cells A and B, is not as widely investigated in the literature, but can be considered to have been of significant benefit for the stability of the devices. Nevertheless, future inter-comparisons that explore other configurations would be of great value to the research community, and we hope these results serve as a useful baseline for such future studies.

Fig. 13 and S8† clearly show that the result of the application of most techniques should be expected to be highly dependent on the cell dynamics and hence on the device’s specific perovskite compound and architecture. However, correctly implemented dynamic approaches can be expected to be accurate for any given perovskite solar cell, as they can return steady-state $I-V$ curves regardless of the specifics of the transient behaviour such the form (mono-, bi-exponential or otherwise) and overall stabilisation time of current transients. Further information on this is provided in the Recommendations section. Improvements in the robustness of stabilisation criteria beyond the linear rate-of-change tolerance used by CSIRO in this study are likely to improve the method’s versatility further, but this is beyond the scope of this study.

We note that cells A and B were selected as devices with the most favourable combination of stability and efficiency available to the host laboratory at the time when this inter-comparison was organised in early 2016. We expect that when a similar inter-comparison is carried out in the future, when higher-stability devices are available, further improvements in understanding the effect of measurement technique will be possible, and the use of faster-responding devices may improve inter-laboratory agreement. Within the literature, there is a large number of different architectures presented that combine different electrodes, electron and hole transport materials, and varying configurations of cations, anions and halides to construct the perovskite layer. Previous reports indicate that faster-responding devices, which tend to exhibit less severe hysteresis under typical measurement sequences, can be fabricated via including fabricating perovskite films with larger grains, reducing defect density and the use of favourable charge transport layers.

A consensus is slowly being developed that the transient behaviour of these devices is most significantly affected by an interplay between the interface trap density and the mobile ion concentration within the perovskite film. Although these processes occur entirely within the perovskite film, the dynamics are significantly influenced by interfacial properties, which is consistent with observations that the electron transport layer (ETL) and hole transport layer (HTL) both significantly affect the prevalence of hysteresis during device measurements. Reducing the availability of recombination centres at the perovskite/charge selective interface has been shown to decrease the magnitude of hysteresis in $I-V$ curve measurements.

Recently the move away from MAPbI$_3$ to materials including multiple cations including Cs and Rb has yielded improvements in stability of the perovskite crystal structure. The increase in perovskite film quality and stability acts to reduce the incidence and mobility of ions within the film which also acts to diminish the magnitude of observed hysteresis.

Going forward, as the quality of the perovskite layer and the quality of the interface improves, it can be expected that less interaction between mobile ions and interface states will result in further reductions of the hysteresis induced through measurement practices, as observed in recent high efficiency devices. More complex architectures may however lead to unintended consequences and different transient mechanisms such as the phase instability or segregation problem. Future work will involve the study of devices with mixed perovskite as absorbers and surface/interface passivation layers.

Recommendations

The challenge of identifying the appropriate measurement technique for a given perovskite cell is common to both research and independent laboratories. In this final section we

---

$\dagger$ To illustrate this point, the $V_{oc}$ temperature coefficient of this device was $-4400$ ppm/°C, which we can use as a first-order approximation for the $P_{max}$ temperature coefficient (not measured). It follows that to achieve a difference of 100% between two measurements through temperature alone, a temperature difference of hundreds of degrees would be necessary.
provide recommendations on selecting a measurement technique appropriate for a given device.

**Required attributes for techniques**

Given the complex dynamic behaviour observed for perovskite solar cells, it is instructive to remind ourselves of the objective of indoor performance assessment of PV devices. Although not explicitly stated in the present international standard, it is reasonable to infer that the objective is not just to determine device performance at a given temperature and spectral irradiance, e.g. at STC, but also to ensure that the measured response is that which one would observe in an actual application of the device at those conditions i.e. the field stabilised, or steady-state, performance. Thus, the MPP as measured indoors should be as what would be obtained in the field under stable, or at least slowly changing conditions, and not be affected by transient processes associated with the measurement. This applies not just to the MPP. All points on an I–V curve should be field-stabilised.

It is also necessary to make a distinction between short-term metastability relevant to the timescale of a measurement (see Fig. 3) and long-term transient processes that take place over significantly larger timescales such as Staebler–Wronski degradation in a:Si and seasonal annealing. In this work, we have restricted our attention to short-term processes, and have thus adopted the definition of “steady-state” in reference to short-term processes only.

**Specific considerations for standardised I–V techniques**

Of all the I–V methods shown in Fig. 13, the only one that inherently quantitatively verifies steady-state behaviour is the dynamic approach. Therefore, if no restrictions on measurement time are imposed, this must be considered to be the most reliable method for slowly-responding devices.

The situation becomes more complex in the presence of degradation. In such a case a compromise between two competing requirements must be made. The first requirement, which typically acts to extend the duration of a measurement, is that the measurement technique must capture the steady-state behaviour such that true voltage-dependence is not confused with irreversible transient effects. The second requirement, which typically acts to reduce the duration of a measurement, is that the voltage-dependence is not confused with irreversible degradation.

To obtain the most accurate measurement of the measurand – the stabilised output in the absence of degradation – the stabilisation and degradation dynamic behaviour need to be understood to determine the optimum duration of exposure to test conditions (pre-conditioning) prior to the final, reported measurement.

A simple demonstrative case is presented in Fig. 14, where we consider a “fresh” device that has not undergone previous pre-conditioning or exposure to test conditions. To begin, we restrict our attention to the measurement of current at a fixed voltage near \( V_{npp} \). We will extend the discussion to an entire I–V curve afterwards. We represent the \( f(V_{fixed}) \) transient following the onset of exposure to testing conditions as a simple product of an increasing exponential term (slow approach to steady-state) and a decreasing exponential term (degradation). By choosing the respective time constants and coefficients appropriately, transient curves can be constructed for five distinct device classes: (i) ideal (immediate stabilisation and zero degradation); (ii) immediate stabilisation and moderate rate degradation; (iii) moderate rate of stabilisation and zero degradation; (iv) moderate rates of stabilisation and degradation; (v) moderate rate of stabilisation and fast rate of degradation.

Each class demands the measurement to be made within certain ranges of time from the onset of testing. Clearly, device (i) can be measured with high accuracy at any point in time. Devices (ii) and (iii) can also be measured accurately, providing, for (ii) that no practical barriers exist to measuring sufficiently quickly, and for (iii) that no practical barriers exist for sufficiently long pre-conditioning. An accurate measurement of device (v) would be difficult or impossible. Device (iv), the intermediate class, can be measured with moderate accuracy if pre-conditioning of an optimum duration (depending on stabilisation and degradation behaviour) is performed. We now propose a general framework for determining an appropriate measurement approach for a general device type.

We define parameters that provide an indicative measure of the timescale of stabilisation and degradation:

- \( t_s \), the timescale of the metastable response to changes in conditions. Following a cell perturbation from the dark state at open-circuit to STC at near \( V_{npp} \), \( t_s \) is the time required for the current to reach within \( X\% \) of the final steady-state value in the absence of degradation.
- \( t_d \), the timescale of degradation. Time taken for steady-state value to irreversibly degrade by \( X\% \) under constant exposure to testing conditions. This parameter may be easiest to estimate once metastable processes have completed.

Here, \( X \) is the measurement uncertainty, which includes all contributions present for conventional PV (we refer the reader...
to a previous report by Emery for an introduction to these contributions). An additional contribution (error), $E$, due to incomplete stabilisation and/or degradation, which we will discuss in general terms below, has a magnitude that depends on the device’s transient properties, and once calculated, can be combined with $X$ to obtain the total uncertainty.

The highest measurement accuracy (lowest $E$) is obtained when $t_s < t_d$. If $t_s \ll t_d$, time will be available for multiple sufficiently pre-conditioned measurements, such as required to construct a full $I$–$V$ curve. When $t_s$ and $t_d$ are of a similar magnitude, the respective values can dictate the type of measurement and the resulting accuracy. For example, if $X = 1\%$, and we determine $t_s$ and $t_d$ to be 20 and 80 s, respectively, then it is likely that multiple $I$–$V$ points can be measured using the SCFV method, sufficient to make a good estimate of the MPP. However, if we were to determine $t_s$ and $t_d$ to both be 20 s, then it is likely that only one $I$–$V$ point can be reliably measured, which will result in a less reliable efficiency measurement that is strongly reliant on a good estimate of $V_{mpp}$ to use as the fixed voltage.

Fig. 15 illustrates how the respective values of $t_s$ and $t_d$ can be used to determine the appropriate measurement techniques and to identify the magnitude of the error, $E$, that can be expected. The error due to incomplete stabilisation and/or degradation is indicated by colour, with red, white and blue indicating large, intermediate and small errors, respectively.

**Small $t_s$**

For this regime, fast $I$–$V$ curves are always preferred, as they can capture the entire steady-state $I$–$V$ dependence in a short amount of time, which is preferred not only for reasons of convenience and throughput, but also because faster measurements can achieve higher accuracy by minimising cell heating and the influence of long-term fluctuations in irradiance and temperature. The speed must be increased as $t_d$ decreases.

**Moderate $t_s$**

In this regime, fast $I$–$V$ scans are no longer appropriate, and techniques which permit pre-conditioning prior to measurement (SCFV, MPPT and dynamic $I$–$V$) are required. If $t_d$ is large, full $I$–$V$ scans (using dynamic $I$–$V$) may be possible. If $t_d$ is moderate, it will only be possible to measure a limited number of $I$–$V$ points using either dynamic $I$–$V$ with coarse voltage spacing, or MPPT/SCFV, which only return the MPP.

**Large $t_s$**

In this regime, extended pre-conditioning is required to achieve stabilisation. MPPT is usually not appropriate in this regime unless the routine functions in a way similar to SCFV or dynamic $I$–$V$ i.e. allowing sufficient time for stabilisation at a fixed voltage before perturbation. For extremely large $t_s$, it is likely impractical to measure entire $I$–$V$ curves, and hence measuring a limited number of $I$–$V$ points near MPP using SCFV may be preferred. High accuracy can only be achieved if $t_d$ is also large. For moderate $t_d$, only a limited number of $I$–$V$ points near MPP using SCFV can be measured. If $t_d$ is small, an accurate measurement of the steady-state behaviour is unlikely to be possible.

We note that degradation and metastable processes are usually more complex than the demonstrative cases shown in Fig. 14. In particular, degradation characteristics of perovskite solar cells should not necessarily be assumed to be independent of voltage. Moreover, the stabilisation at the first voltage value after initial exposure to irradiance typically takes significantly more time than a small subsequent change in voltage without interrupting the irradiance (see the relationship between step size, order in measurement sequence and stabilisation time in Fig. 11).

Therefore, we emphasise that this framework needs to be implemented appropriately to accommodate for the specific behaviour of the devices in question.

It is also not inconceivable the trade-off discussed above can be circumvented somewhat by reducing the time required to capture steady-state behaviour. For measurements of high-efficiency silicon cells, favourably chosen voltage temporal profiles which temporarily over- or under-bias the cell can make stabilisation more rapid. Applied to slowly responding perovskite solar cells, this could potentially decrease the time required for
efficiency measurements, and in doing so, considerably improve the accuracy.

Conclusions

This study has quantitatively demonstrated that the complex dynamic behaviour of perovskites can lead to a reduced confidence in the reliability of an efficiency measurement. By performing an inter-laboratory comparison between 8 research laboratories and two independent laboratories that hold accreditation for PV cell performance measurements (CSIRO and NREL), we are able to report the inter-laboratory agreement in efficiency measurements for a slowly-responding perovskite cell, a faster responding perovskite cell, and a control silicon cell. It is found, due to the additional complexities of efficiency measurements of perovskite cells, that the inter-laboratory variability for the faster responding perovskite cell was 1.3 times larger than for the silicon cell. For the more slowly responding perovskite cell, the variability was almost 10 times larger. We find that it was the choice of efficiency measurement method rather than temperature control or equipment calibration that was primarily responsible for this large variability. We identify rather than temperature control or equipment calibration that variability measurement method (I-V) technique to be the dynamic approach, followed by light-soaking at near Vmpp and the repeat I-V method. We then propose a framework that can be used to identify the most appropriate technique for a cell with a given stabilisation and degradation behaviour. We are confident that the recommendations we present based on these results, if followed, will lead to important improvements in the reliability of efficiency measurements of perovskite solar cells. This, in turn, will be highly beneficial for the correct identification of potential new materials and fabrication processes that could further accelerate the development of perovskite solar cells.
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