Abstract: As a kind of sustainable technology, prefabricated construction has increasingly gained momentum internationally due to its numerous benefits that include, but are not limited to, safe construction, waste minimization, quality improvement, and productivity enhancement. However, productivity in this domain is reliant on the efficiency of both on-site and off-site operations. On this basis, focusing on collaborative scheduling mechanisms, the current paper develops a static scheduling model and a dynamic scheduling model in prefabricated construction, and uses a simulated annealing algorithm (SA) to settle the optimization of operation planning considering delays by risks. The developed models are validated using data from a construction project with multiple suppliers of prefabricated elements. This study contributes to the body of knowledge in prefabricated construction management by streamlining collaborative scheduling in prefabrication. The established models provide construction managers with decision support systems with the aims of minimizing delays and related cost overruns.
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1. Introduction

Prefabrication is a kind of innovative construction approach that includes off-site manufacture and on-site installation. It is gaining more and more attention in the construction industry due to the benefits of decreasing construction time, improving architecture quality, enhancing utilization efficiency of materials, and worker safety, as well as limiting environmental impacts during the construction process [1–3]. Thus, it plays an important role in supporting the sustainability of the construction industry [4].

Considering the importance of prefabrication, many researchers have investigated scheduling of processes in this sector. The critical path method is a traditional and common technique used for construction scheduling. It is a helpful tool that can be used along with other techniques, such as line of balance [5], Monte-Carlo simulation [6], and artificial bee colony algorithms [7]. Heuristic methods have been applied in scheduling multiple construction projects [8,9]. Furthermore, integer goal programming can be utilized to generate schedules [10]. Due to the efficiency of heuristic methods in solving complex scheduling problems, many studies used heuristic algorithms to minimize the cost of component delivery management in off-site construction [11–13]. However, previous studies are often limited in...
scope by only covering either off-site manufacture or on-site assembly. Furthermore, studies on how to operationally deal with schedule delays in prefabricated construction are sparse.

To address the gap, this paper establishes a constrained optimization model to generate initial schedules based on minimum cost. Subsequently, a dynamic model is developed to address the inherent resultant delays in construction using a collaborative scheduling workflow. Then, a heuristic-based simulated annealing algorithm is applied to solve the two models. To validate the modeling, an off-site construction project in Wuhan, China serves as the test bed. The multistory project has a gross floor area of 18,590 m² with 22 floors. The prefabricated building elements supplied by multiple suppliers are used to accelerate construction. The proposed methodology for collaborative scheduling of on-site and off-site operations resulted in significant time and cost savings in the case project.

This paper is structured as follows. Following this introductory part, a literature review is provided by conducting a search of the relevant literature. Section 3 proposes the research methodology applied in this analysis. Section 4 establishes the initial static scheduling model and describes the assumptions, formulation, and solution methods. Section 5 elaborates on the dynamic scheduling model in the presence of resultant delays. Section 6 validates the modeling approach using case study data. Finally, Section 7 draws conclusions and specifies opportunities for future research.

2. Literature Review

Prefabrication research has been one of the mainstreams within the construction literature. Prefabrication includes related processes, such as off-site manufacture, transportation, and on-site assembly. Researchers have focused on scheduling in order to improve the productivity of prefabrication [14]. Arashpour et al. [15] selected a multi-supplier configuration to optimize prefabrication supply with dynamic levels of investment in process integration. Combining the approach of system dynamics and discrete event simulation, a hybrid dynamic model was proposed to analyze the impact of risk variables on the schedule performance of prefabrication [16]. Other papers also studied the impact of risk factors related to the schedule of prefabricated construction without solutions of schedule delay [17,18]. A platform based on a radio frequency identification device (RFID) and building information modeling (BIM) was developed to help alleviate delay problems during the schedule process of prefabrication housing in Hong Kong [19]. The paper proposed a intelligentized platform solution from a strategic aspect.

Risks affect construction projects and lead to delays of the planned schedule [20–22]. To improve schedule robustness in a risky environment, two kinds of optimization strategies were proposed, which included improving the stability of the schedule plan and the robustness of solutions reacting to risk delays [23]. Comprised of construction duration risk assessment and time buffer allocation, a proactive methodology for schedule reliability was studied [24]. Referring to the above literature, this study adopts time buffer allocation as the first step of collaborative scheduling resistant to risk disruptions. Several papers studied the stable pre-schedule subject to risk disruptions in the job shop area [25,26]. An integrated methodology was developed to proactively create a stable schedule against risk disruptions for on-site projects [27]. However, there is still a gap in the aspect of operational solutions for addressing schedule delays by integrating off-site and on-site workflows. This research establishes collaborative scheduling models to optimize time and cost management in prefabricated multi-floor buildings.

The subject of scheduling is a kind of combinatorial problem consisting of minimizing the time, optimizing consumption of resources, and dealing with uncertainties. It is proved that the heuristic method is efficient in solving problems referring to combinatorial aims. Heuristic methods include constructive algorithms (genetic algorithm) and iterative algorithms (simulated annealing algorithm) [28]. A number of researchers applied heuristic methods, such as a genetic algorithm (GA), and simulated annealing to optimize scheduling. Combining integer goal programming to generate schedules and a simulation model to test heuristic-based rules, the scheduling problem of a construction company undertaking multiple projects constrained by multiple resources was
presented [10]. Yang et al. [13] proposed a flow shop scheduling model involving multiple production lines for precast production, in which a GA was applied to mitigate the changeover of molds during production. A simulated annealing (SA) algorithm is a kind of iterative algorithm that aims to find an optimal configuration [28]. Applying SA, a study proposed a methodology to design reinforced concrete building frames, aiming to achieve the optimization of four functions, namely cost, constructability, sustainability, and safety [29]. Considering construction-site layout as a discrete combinatorial optimization problem, Yeh [30] integrated SA and the Hopfield neural network to implement the model. Another study proposed a mathematical model based on SA to optimize the planning of tower cranes in terms of number, type, location, service period, and height ranking, aiming to minimize the total cost within limited daily working time [31]. Combined with BIM, SA was also applied in tunnel construction to develop a methodology to predict varying ground conditions and evaluate risks in excavation costs and durations [32].

Leung et al. [33] presented the shortcoming of GAs—pre-mature convergence—which is the phenomenon of the population becoming homogeneous after the worst members are discarded, while SA was proposed to help prevent being trapped in pre-mature convergence. Another paper compared GAs with SA and proved that SA was more efficient in optimizing time–cost trade-offs in construction management [34]. Therefore, this study applies SA to solve the models.

3. Methodology

3.1. Modeling Framework

This study considers multiple manufacturing plants (A, B) providing required components for on-site installation zones (Z) (see Figure 1). Operations in each zone include a series of activities \((j = 1, 2, \ldots)\). The scheduling model is developed based on the following assumptions:

- The resources used in operations are regarded as renewable. For instance, labor and equipment can be seized and released more than once by different activities. The overall amount of resources cannot exceed the maximum availability level (R).
- On-site and off-site operations are undertaken with respect to work flows and after completion of predecessors.
- The starting times of on-site installations are closely related to finishing times of manufacturing operations. To maintain the continuity of operations, on-site installations are initiated by off-site manufacture completions.

Figure 1. Operation relationships in off-site construction.
Relationships amongst on-site and off-site operations are shown in Figure 1. The construction schedule for a building with N floors has been broken down to N time cycles of off-site manufacture and on-site installation. Activities highlighted by a green-framed box refer to one job cycle, for instance, cycle n (hereafter referred to as Cyn for simplicity). The operations of An, Bn, and Zn constitute the construction of the nth floor. The three work zones (A, B, and Z) are set on the vertical axis. The horizontal axis stands for time along with the construction process, indicated by t (t = 0,1,2 ... TN). The construction process starts at ST and ends at SF. The straight line arrow indicates prefabricated products transported from the manufacture zone to the assembly zone. The dashed line arrow draws the ordering process from the assembly zone to the manufacture zone. The rectangle Zn represents the assembly operation of the nth floor taking a period of time from Tn−1 to Tn. The rectangles An+1 and Bn+1 represent the manufacture operation producing the required components for installation operation (Zn+1). Components produced by multiple manufacturers must arrive at the installation zone (Zn+1) during the interval of Δt (time window—TW), or else there will be a storage cost due to early arrivals or a penalty cost due to late arrivals.

3.2. Scheduling Issues

The scheduling process in Figure 1 shows that the schedule plan integrates operations located in three different spaces. Furthermore, the working time of different spaces is demanded to be continuous. The challenge of scheduling in prefabrication derives from the separate locations and managers of off-site and on-site operations, as well as strict supplying time. This paper analyzes the collaborative scheduling issues in the view of the general project contractor in the mode of Engineering Procurement Construction (EPC). Thus, the costs related to on-site activities and off-site activities are both considered in the established models. The final aim of the established models is to achieve the minimum total cost and a relevant scheduling plan within certain limitations.

The collaborative scheduling of prefabricated processes has yet to address the following issues:

• Real-time limitations in terms of resource availability, cost, and time along with both off-site manufacturing and on-site assembly processes.
• Large sizes of prefabricated panels and modules create spatial constraints for both off-site and on-site inventories.

Risk events always generate delays in the planned schedule. Furthermore, delays can transfer along with the processes among off-site and on-site spaces. The static scheduling model established in Section 4 focuses on the first two issues. The function for on-site installations aims to calculate the minimum cost of TW management and resource consumption. TW management cost indicates the fee of managing large-size prefabricated components on-site. It is assumed that a linear relation exists between associated costs of TW and its duration because the management fee per day is set as a constant value. The time span of TW is directly proportional to that of the installation operations.

The dynamic scheduling model in Section 5 is proposed to address the third issue. Firstly, time buffers are allocated to enhance the schedule’s robustness to risk events. In the second stage, collaborative rescheduling is undertaken using dynamic adjustments.

Figure 2 draws the flowchart of this research methodology.
4. Static Scheduling Model

4.1. Static Scheduling Model Development

Given that the prefabrication can be completed over N cycles (Figure 1), each cycle contains certain activities \((j = 1, 2, \ldots, J)\) in the off-site manufacture and on-site installation domains. The symbols and notations used for the modeling purpose are listed in Table 1.

<table>
<thead>
<tr>
<th>Indices</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td>Construction zones; (i = 0) indicates on-site installation, (i = 1, 2) indicates manufacturing</td>
</tr>
<tr>
<td>(j)</td>
<td>Working activities; (j = 1, 2, \ldots, J), where (J) is the last activity in an operation</td>
</tr>
<tr>
<td>(t)</td>
<td>Time; (t = 0, 1, 2 \ldots T_n \ldots T_N), where (T_N) is the total duration of the whole project</td>
</tr>
<tr>
<td>(\Delta t)</td>
<td>Duration of the time window (TW)</td>
</tr>
<tr>
<td>(\mu)</td>
<td>Ration factor of TW, (\mu &gt; 0)</td>
</tr>
<tr>
<td>(w)</td>
<td>Cost of TW management per day</td>
</tr>
<tr>
<td>(T_{na})</td>
<td>The earliest manufacturing time in cycle (n) (Cyn)</td>
</tr>
<tr>
<td>(T_{nb})</td>
<td>The latest manufacturing time in Cyn</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>The parameter of storage cost per day, (\alpha &gt; 0)</td>
</tr>
<tr>
<td>(\beta)</td>
<td>The parameter of penalty cost per day, (\beta &gt; 0)</td>
</tr>
<tr>
<td>(k)</td>
<td>Resources; (k = 1, 2, \ldots, K), where (K) is the total number of the renewable resource types</td>
</tr>
<tr>
<td>(d_{ij})</td>
<td>The duration of activity (j) in construction zone (i)</td>
</tr>
<tr>
<td>(s_{ij})</td>
<td>The starting date of activity (j) in construction zone (i)</td>
</tr>
<tr>
<td>(c_{ij})</td>
<td>The finishing date of activity (j) in construction zone (i), (c_{ij} = s_{ij} + d_{ij})</td>
</tr>
<tr>
<td>(Y_{ij})</td>
<td>The set of preceding activities of (j) in construction zone (i)</td>
</tr>
<tr>
<td>(V_{ij})</td>
<td>The set of succeeding activities of (j) in construction zone (i)</td>
</tr>
<tr>
<td>(A^e_i)</td>
<td>The set of activities in progress on day (t) in construction zone (i)</td>
</tr>
<tr>
<td>(N_i)</td>
<td>All the activities included in construction zone (i)</td>
</tr>
<tr>
<td>(R^k_i)</td>
<td>The available quantity of resource (k) in construction zone (i)</td>
</tr>
</tbody>
</table>
Table 1. Cont.

<table>
<thead>
<tr>
<th>Indices</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_k$</td>
<td>Maximum availability of resource $k$, where $R_k^i \leq R_k$</td>
</tr>
<tr>
<td>$r_{ij}^k$</td>
<td>The quantity of resource $k$ required by activity $j$ in construction zone $i$</td>
</tr>
<tr>
<td>$\lambda_{ij}^k$</td>
<td>Cost of single unit $k$ per day in construction zone $i$</td>
</tr>
<tr>
<td>$P_i$</td>
<td>Total cost in construction zone $i$</td>
</tr>
<tr>
<td>$D_i$</td>
<td>Duration of the operation in zone $i$</td>
</tr>
<tr>
<td>$D$</td>
<td>Total duration of the whole project</td>
</tr>
</tbody>
</table>

Equation (1) minimizes the total cost of TW management and resource consumption relevant to on-site installations.

$$\min P_0 = \sum_{k=1}^{K} \max \left( \sum_{t=s_{0j}}^{c_{0j}-1} r_{ij}^k \lambda_{ij}^k \right) + \Delta t \times w$$  \hspace{1cm} (1)

subject to:

$$s_{0h} + d_{0h} \leq s_{0j}, \forall h \in Y_{0h}, \forall j$$  \hspace{1cm} (2)

$$\sum_{j \in A_0} r_{ij}^k \leq R_{0j}^k, \forall k, t$$  \hspace{1cm} (3)

$$D_0 \leq D$$  \hspace{1cm} (4)

$$\Delta t = \mu D_0, \mu > 0$$  \hspace{1cm} (5)

In Equation (1), $\max \left( \sum_{t=s_{0j}}^{c_{0j}-1} r_{ij}^k \right)$ computes the maximum amount of $k$ concurrently required by on-site activities over a certain period. Summation is carried out when multiple activities consume the same kind of resource during the same period. Renewable resources can be used repeatedly for each activity, and the maximum consumption quantity is bound to the availability level. Constraint (2) enforces precedence requirements. Constraint (3) represents the balance of renewable resources. Constraint (4) maintains the total project duration. Constraint (5) imposes the linear relation between the duration of TW and on-site installation operations. The value of $\mu$ is set according to the actual project conditions.

Function (6) minimizes the total cost related to off-site manufacturing.

$$\min P_i = \alpha \max (T_{na} - c_{ij}, 0) + \beta \max (c_{ij} - T_{nb}, 0) + \sum_{k=1}^{K} \max \left( \sum_{t=s_{ij}}^{c_{ij}-1} r_{ij}^k \right) \lambda_{ij}^k$$  \hspace{1cm} (6)

subject to:

$$s_{ih} + d_{ih} \leq s_{ij}, \forall h \in Y_{ih}, \forall j$$  \hspace{1cm} (7)

$$\sum_{j \in A_i} r_{ij}^k \leq R_{ij}^k, \forall k, t$$  \hspace{1cm} (8)

$$T_{nb} = T_n, T_{na} = T_{nb} - \Delta t$$  \hspace{1cm} (9)

$$i = 1, 2,$$  \hspace{1cm} (10)

wherein $\sum_{k=1}^{K} \max \left( \sum_{t=s_{ij}}^{c_{ij}-1} r_{ij}^k \right) \lambda_{ij}^k$ calculates the maximum amount of resources required by activities in off-site manufacturing. Constraints (7) and (8) depict restrictions in line with Function (2) and Function (3), respectively. Constraint (9) locates the range of TW in cycle $n$. Constraint (10) states the two manufacture plants.
From the viewpoint of the general contractor, the optimum weighted combination of the goal values for off-site manufacture and on-site installation is set as the final target of the scheduling. The final objective function (11) calculates the goal value, which integrates the optimum weighted combination (P) of the cost values for on-site installations ($P_0$) and off-site manufacturing ($P_1, P_2$), where $\eta_1$ and $\eta_2$ are weight parameters.

$$P = \eta_1 P_0 + \eta_2 \sum_{i=1,2} P_i,$$  \hspace{1cm} (11)

subject to:

$$0 \leq \eta_1 \leq 1, \; 0 \leq \eta_2 \leq 1.$$  \hspace{1cm} (12)

4.2. Static Scheduling Model Solution

SA is used to solve the scheduling model. The specific steps are as follows, and are illustrated in Figure 3:

- Off-site and on-site construction processes are initially scheduled using the critical path method (with maximum resource availability, $R_{0\text{max}}$). Resource quantities required by activities ($j = 1, 2, \ldots, J$) are recorded.

- The following equation will enforce the limited quantity of available resources ($R^k_0$):

$$R^k_0 = R_{0\text{max}} - (R_{0\text{max}} - R_{0\text{min}}) \times (g/G),$$  \hspace{1cm} (13)

wherein $g$ is the time of iteration, and $G$ is the maximum number of iterations. The following two steps describe the calculation process in detail:

1. Considering restrictions on $R^k_0$ and overall construction duration, the following variables are calculated: minimum $P_0$, on-site installation duration $D_0$, and the value of $\Delta t$. For Cy1, the end time $T_1 = D_0$; for Cy 2, the end time $T_2 = 2 \times D_0$, and so on in the rest cycles.

2. Based on above calculated values, $T_{na}$ and $T_{nb}$ can be gained as the arrival time for prefabricated components. Considering the minimum of $P_i$ ($i = 1, 2$) as the optimal goal and the values of $T_{na}$ and $T_{nb}$, the initial optimal schedules of off-site manufacturing processes can be obtained.

- Based on the above calculations, the final target value $p$ can be determined by Function (11). During the first iteration, the initial model parameters are set to $g = 0$, $R^k_0 = R_{0\text{max}}$, and the calculation results from Function (11) are temporarily set as the overall optimal value ($P_{0\text{ov}}$). After finishing the subsequent iteration, the new target value $P = P_g$ is compared with $P_{0\text{ov}}$. If the new target value $P_g$ is optimal, it will replace the results in the last iteration and set a new $P_{0\text{ov}}$. Simultaneously, the new combination scheduling plan will replace the last one correspondingly. Otherwise, $P_{0\text{ov}}$ will be kept, and the results in the recent iteration are discarded.

- The iterations end when $R^k_0 < R_{0\text{min}}$ and $g > G$. The most recent value of $P_{0\text{ov}}$ is set as the final overall optimal value $p$, and relative plans are accepted as the optimal schedules for on-site installation $SH_0$ and off-site manufacturing plants $SH_i$ ($i = 1, 2$), where $SH$ is the starting time series indicated by $\{s_1, s_2, s_3, \ldots, s_j, \ldots s_J\}$. 
5. Dynamic Scheduling Model Subject to Risk

This section proposes a collaborative scheduling method addressing delays caused by risks. Unforeseen events such as inclement weather, site accidents, and equipment failure can trigger delays in prefabrication [35]. Due to the existence of time buffers, construction schedules can alleviate delays resulting from delays to a certain extent. This depends on the impact size of risk events and also
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flexibility in using time buffers. If delays cannot be prevented, collaborative rescheduling is undertaken in the second stage of the proposed scheduling approach using dynamic adjustments.

5.1. Cooperative Scheduling Based on Time Buffering

To improve the stability of project scheduling in the presence of risk disruptions, the time-buffering method is commonly adopted [24,36]. Time buffering can be undertaken in two ways. The first and more intuitive method is to exploit the inherent free float of construction activities. In a similar approach to those of Hoel [37] and He et al. [38], free floats of activities are utilized as the time buffer $b_{ij}$.

\[ b_{ij} = \min_{(i,f) \in V_{ij}} (s_{if} - m_{cf}), \tag{14} \]

where $V_{ij}$ indicates the set of successive activities of $j$ in construction zone $i$.

The second time-buffering method allocates buffers based on the instability weight of activities. After setting the initial scheduling plan, the total float can be decomposed into different ranges and then allocated based on the unreliability of each activity. The factor $DB(j)$ determines the degree of priority to allocate to time buffers for an activity $j$. It can be calculated using Equation (15).

\[ DB(j) = INS(\phi_j) \sum_{m=1}^{FF_j} e^{-m}, \tag{15} \]

where $INS(\phi_j)$ is the extent of instability for activity $j$, determined by the penalty coefficient of predecessor ($\phi_h$) and successor ($\phi_f$). That is:

\[ INS(\phi_j) = \sum_h \phi_h / \left( \sum_h \phi_h + \sum_f \phi_f \right), h \in Y_h, f \in V_f, \tag{16} \]

where the letter $h$ indicates the preceding activity of $j$, and $f$ indicates the succeeding activity. $Y_h$ is the set of preceding activities of $j$, and $V_f$ is the set of succeeding activities.

\[ \sum_{m=1}^{FF_j} e^{-m} \] is proposed by Lambrechts [39] to reallocate the buffer value by decremented benefit according to the free float ($FF_j$) of activities in the scheduling plan, in which $m$ varies from 1 to $FF_j$.

At time $T$, disruptions caused by risks extend the duration of $j$ by $\Delta E$. After allocating time buffers to activities, delays are addressed using one of the following ways:

- If $b_{ij} \geq \Delta E$, it indicates that the time buffer can eliminate the delay.
- If $b_{ij} < \Delta E$, the delay of $\Delta E - b_{ij}$ will be transferred to the succeeding activities. If buffers of the following activities cannot eliminate the delay, the total duration of work has to be extended. The necessity of rescheduling is proposed to ensure that the cascading effect of the delay can be eliminated in the following cycles.

5.2. Rescheduling Using Dynamic Adjustment

Time buffers of all activities involved in an operation determine the capacity of managing delays. If the maximum delay duration is $\varepsilon$, it can be addressed by rescheduling of on-site and/or off-site operations. Therefore, the following scenarios can be considered:

- Delays related to on-site operations:

  Delays in on-site installation of elements related to the $n$th floor (cycle $n$) will change the finishing time of operations into $T_n' = T_n + \Delta E_1$. In addition, operations on floor $n + 1$ ($Z_{n+1}$) will also be affected, during which rescheduling takes place to offset the delay. Accordingly, the duration of operation $Z_{n+1}$ has to be decreased from the original $D_0$ into $D_0 - \min(\Delta E_1, \varepsilon)$. 

wherein

Output products of operations $B_{n+1}$ in off-site manufacturing plants are used on on-site operations of floor $n + 1$ ($Z_{n+1}$); therefore, the delay of $B_{n+1}$ will lead to the postponement of $Z_{n+1}$. If delays extend the duration of $B_{n+1}$ by $\Delta E_2$, the period of $Z_{n+1}$ will increase by $\Delta E_2$. When $\varepsilon \geq \Delta E_2$, the original duration of $Z_{n+1}$ should be decreased from $D_0$ into $D_0 - \Delta E_2$, and the following cycles will be processed according to the initial schedule. However, when $\varepsilon < \Delta E_2$, $Z_{n+1}$ only partially offsets delays. As a result, the remaining $\Delta E_2 - \varepsilon$ will be pushed into the next cycle.

5.3. Collaborative Scheduling Solution

When delays occur at a point in time, three conditions are possible. Some activities are already finished and, therefore, not affected ($FS_i^j$), a set of activities are in progress ($UD_i^j$), or remaining activities have not been started ($FU_i^j$). The starting times of activities $FS_i^j$ and $UD_i^j$ remain aligned with the initial schedule. Rescheduling measures are, therefore, applicable to the activities $FU_i^j$.

To minimize costs caused by delays, dynamic scheduling equations are established to achieve the minimum penalty costs for alteration of activities. Given $\varepsilon < \Delta E_1$, dynamic scheduling measures are suggested using Equation (17) as the target function. The cost of adjusting the schedule of operations related to the $n$th floor ($Z_n$) and the optimal duration $reD_0$ can be calculated using the following equations:

$$\min Q_0 = \sum_{j=0}^{f} q_{0j} |s_{0j} - s_{0j}'|,$$

subject to:

$$s_{0j} = s_{0j}', \forall j \in FS_0^T \cup UD_0^T$$

(18)

$$s_{0h} + d_{0h} \leq s_{0j}, \forall h \in Y_{0h}, \forall j \in FU_0^T$$

(19)

$$\sum_{j \in A_{0}^j} t_{0j}^k \leq R_{0k}^j, \forall k, t = T, T + 1 \ldots$$

(20)

In Equation (17), $q_{0j}$ is the penalty coefficient for on-site activity $j$, and $s_{0j}'$ is the adjusted starting time of activity $j$ after the allocation of the time buffer. Constraint (18) enforces the alignment of activity starting times with the plan. Constraint (19) enforces the precedence relation of the activities in subsequent cycles. Constraint (20) balances the resource availability levels.

Off-site operations are exposed to costs for starting time alteration and penalty costs due to late supply (out of planned time window). In order to avoid excessive on-site inventory, rescheduling measures are undertaken for off-site operations with the restriction of $reD_0$. The target equation is presented as follows:

$$\min Q_1 = \sum_{j=0}^{f} q_{ij} |s_{ij} - s_{ij}'| + \alpha \max(T_{na}' - c_{ij}', 0) + \beta \max(c_{ij}' - T_{nb}', 0),$$

subject to:

$$s_{ij} = s_{ij}', \forall j \in FS_0^T \cup UD_0^T$$

(22)

$$s_{ih} + d_{ih} \leq s_{ij}, \forall h \in Y_{ih}, \forall j \in FU_0^T$$

(23)

$$\sum_{j \in A_{ij}} t_{ij}^k \leq R_{ij}^k, \forall k, t = T, T + 1 \ldots$$

(24)

$$T_{nb}' = T_n', T_{na}' = T_{nb}' - \Delta t,$$

(25)

wherein $s_{0j}'$, $T_{na}'$, $T_{nb}'$, and $c_{ij}'$ apply the updated values in the updated scheduling plan. Constraints (22), (23), and (24) depict restrictions in line with (18), (19), and (20), respectively.
The simulated annealing algorithm is used to solve the dynamic collaborative scheduling model. The specific steps are illustrated in Figure 4.

**Figure 4.** Dynamic scheduling algorithm.

6. Validation, Results, and Discussion

An off-site construction project in Wuhan, China was selected as the test bed to analyze and validate the proposed scheduling approach. The multistory project has a gross floor area of 18,590 m² with 22 floors. The prefabricated building elements are used to accelerate construction (see Figure 5). To support on-site activities and on-time provision of prefabricated elements, a multi-supplier arrangement was adopted (multiple off-site manufacturers engaged).
The complexity of scheduling in prefabricated construction is partially caused by dependencies within and amongst three groups of on-site and off-site activities. In the case project, for example, the tight schedule (planned for 32 days) to complete manufacturing and installation of prefabricated elements on each floor required careful alignment of the three activity groups.

Off-site manufacturing of prefabricated elements is followed by on-site installation activities, such as crane lifting, joint grouting, and welding. Both off-site and on-site activities are related to predecessors and successors, where delays cause ripple effects in the project network. Table 2 provides a list of on-site activities with durations and required resources in the case project.

### Table 2. On-site activities in the case project.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Name</th>
<th>Duration $d_{ij}$</th>
<th>Labor $r_{ij}$</th>
<th>Preceding Activity</th>
<th>Penalty Factor $\phi_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST</td>
<td>Start</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>Component approach</td>
<td>2</td>
<td>3</td>
<td>ST</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Measurement and setting out</td>
<td>1</td>
<td>2</td>
<td>ST</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>Prefabricated wall hoisting</td>
<td>2</td>
<td>4</td>
<td>1,2</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>Installation of wall with oblique support</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Plug joint, sleeve grouting, and cast-in-place walls and columns</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>Rebar colligation and formwork</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>Post-cast strip formwork</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>Rebar colligation and formwork of cast-in-place beams</td>
<td>4</td>
<td>4</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>Prefabricated superposed beam lifting</td>
<td>2</td>
<td>5</td>
<td>5,8</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>Prefabricated superposed slab lifting</td>
<td>3</td>
<td>4</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>Prefabricated heteromorphic component lifting</td>
<td>3</td>
<td>3</td>
<td>2,10</td>
<td>7</td>
</tr>
<tr>
<td>12</td>
<td>Colligation of rebar below slab in cast-in-place zone</td>
<td>4</td>
<td>2</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>Embedded pipeline installation</td>
<td>1</td>
<td>4</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>14</td>
<td>Colligation of rebar above beam and slab</td>
<td>2</td>
<td>4</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>Structural concrete pouring</td>
<td>3</td>
<td>5</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>SF</td>
<td>End</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>200</td>
</tr>
</tbody>
</table>

The quantities and types of prefabricated components are shown in Table 3. Based on concrete volume, components are configured to two suppliers, A and B (Table 4). Supplier A is responsible for vertical components, while supplier B is in charge of producing superposed beams, superposed floor slabs, and heteromorphic components. The job of manufacturing each type of component is defined as
an activity. It is assumed that storage does not consume labor, whereas the activity of transportation requires a workforce. Therefore, the activity of delivery (YS) is added in both spaces, as shown in Table 4, separately describing parameters of 10 sorts of practical activities in space A and 12 sorts of practical activities in space B.

Table 3. Types and quantities of prefabricated components required for a standard layer.

<table>
<thead>
<tr>
<th>Number</th>
<th>Component</th>
<th>Type</th>
<th>Quantity</th>
<th>Total Volume (m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>YWQ</td>
<td>6</td>
<td>43</td>
<td>71.92</td>
</tr>
<tr>
<td>2</td>
<td>YNQ</td>
<td>3</td>
<td>19</td>
<td>12.73</td>
</tr>
<tr>
<td>3</td>
<td>YDL</td>
<td>3</td>
<td>31</td>
<td>34.72</td>
</tr>
<tr>
<td>4</td>
<td>YDB</td>
<td>5</td>
<td>80</td>
<td>5.93</td>
</tr>
<tr>
<td>5</td>
<td>YYB</td>
<td>1</td>
<td>8</td>
<td>7.41</td>
</tr>
<tr>
<td>6</td>
<td>YKB</td>
<td>1</td>
<td>5</td>
<td>1.47</td>
</tr>
</tbody>
</table>

Table 4. Names and parameters of activities of the two suppliers.

<table>
<thead>
<tr>
<th>Activity Number</th>
<th>Activity Name</th>
<th>Duration $d_{ij}$</th>
<th>Labor $r_{ij}$</th>
<th>Preceding Activity</th>
<th>Penalty Factor $\varphi_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST</td>
<td>Start</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>YWQ1</td>
<td>3</td>
<td>5</td>
<td>ST</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>YWQ2</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>YWQ3</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>YWQ4</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>YWQ5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>YWQ6</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>YNQ1</td>
<td>4</td>
<td>3</td>
<td>ST</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>YNQ2</td>
<td>3</td>
<td>3</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>YNQ3</td>
<td>3</td>
<td>3</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>YS</td>
<td>2</td>
<td>2</td>
<td>5, 9</td>
<td>10</td>
</tr>
<tr>
<td>SF</td>
<td>End</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Activity Number</th>
<th>Activity Name</th>
<th>Duration $d_{ij}$</th>
<th>Labor $r_{ij}$</th>
<th>Preceding Activity</th>
<th>Penalty Factor $\varphi_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST</td>
<td>Start</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>YD1</td>
<td>3</td>
<td>3</td>
<td>ST</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>YD2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>YD3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>YDB1</td>
<td>4</td>
<td>3</td>
<td>ST</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>YDB2</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>YDB3</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>YDB4</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>YDB5</td>
<td>6</td>
<td>4</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>YYB</td>
<td>3</td>
<td>4</td>
<td>ST</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>YKB</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>11</td>
<td>YLT</td>
<td>5</td>
<td>4</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>12</td>
<td>YS</td>
<td>3</td>
<td>2</td>
<td>3, 8, 11</td>
<td>9</td>
</tr>
<tr>
<td>SF</td>
<td>End</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>6</td>
</tr>
</tbody>
</table>

In order to clarify the proportional relationship between resource and duration in each activity and simplify calculation, the parameters in this case study are all measured without units. The relevant parameters are set as follows: the cost of single workforce per day in installation space $\lambda_0 = 100$; the cost of single workforce per day in the two production spaces $\lambda_1 = 80, \lambda_2 = 85$; ration factor of TW $\mu = 0.1$; cost of TW management per day $w = 50$; the parameter of storage cost per day caused by pre-arrival $\alpha = 3$; the parameter of penalty cost per day caused by post-arrival $\beta = 8$; weight parameters in the static final objective function $\eta_1 = 0.6, \eta_2 = 0.4$; the planned overall duration of the project $D = 32$.

6.1. Calculation of Static Model

Referring to the mathematical function in the static scheduling model, SA is adopted to obtain the initial optimal scheduling plan of the assembly space $SH_0$, which is presented in Table 5. With the
constraint of the installation space's duration and time window, the heuristic-based simulated annealing algorithm was used to attain scheduling plans of the two production spaces related with the latest ($SH_l^i$) and earliest ($SH_e^i$) supply times. To ensure the greatest efficiency of resource utilization, it is not required that the two production spaces must start at the same time with the assembly space. The minimum duration of the two manufacture spaces is calculated, that is, $D_{1\text{min}} = 24$ and $D_{2\text{min}} = 27$. In Table 5, the total float (TF) is defined as the flexible duration of the calculated schedules compared with the planned overall duration (32), which, in the assembly space, can be set as the limited value of delay corrected by one assembly operation ($\varepsilon = 1$). In order to clearly describe the containment relationship among the scheduling plans, Figure 6 draws the initial static scheduling plans of three spaces related with the latest supply time ($SH_l^i$).

**Table 5.** Hybrid project activities: off-site manufacturing and on-site installation.

<table>
<thead>
<tr>
<th>Activity Group</th>
<th>Optimal Resource $R_i$</th>
<th>Duration $D_i$</th>
<th>Costs $P_i$</th>
<th>Scheduling Plan $SH_i$</th>
<th>Total Float</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-site installation Z</td>
<td>$R_0 = 6$</td>
<td>$D_0 = 31$</td>
<td>$P_0 = 755$</td>
<td>$SH_0 = {0, 0, 5, 6, 8, 11, 2, 5, 9, 13, 15, 18, 21, 25, 26, 28, 31}$</td>
<td>1</td>
</tr>
<tr>
<td>Off-site manufacturer A</td>
<td>$R_1 = 7$</td>
<td>$D_1^l = 31$</td>
<td>$P_1 = 560$</td>
<td>$SH_1^l = {0, 7, 10, 14, 18, 21, 26, 10, 23, 26, 29, 31}$</td>
<td>8</td>
</tr>
<tr>
<td>Off-site manufacturer B</td>
<td>$R_2 = 7$</td>
<td>$D_2^l = 31$</td>
<td>$P_2 = 510$</td>
<td>$SH_2^l = {0, 4, 22, 6, 10, 15, 19, 22, 7, 15, 17, 28, 31}$</td>
<td>5</td>
</tr>
</tbody>
</table>

6.2. Calculation of Dynamic Model

**Stage 1: Co-scheduling based on time buffering**

Based on the above analysis, the time buffer ($b_{ij}$) of each operation is presented as follows:
• On-site installation Z

\[ SH_0 = \{0, 0, 2, 6, 8, 9, 2, 5, 9, 13, 16, 19, 22, 26, 27, 29, 32\} \]

\[ b_0 = \{0, 0, 3, 0, 2, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0\} \]

• Off-site manufacturer A

\[ SH_1 = \{0, 0, 3, 8, 13, 17, 23, 3, 17, 23, 27, 29\} \]

\[ b_1 = \{0, 0, 1, 1, 1, 1, 3, 1, 0, 0, 1, 0, 0, 3\} \]

• Off-site manufacturer B

\[ SH_2 = \{0, 0, 19, 22, 0, 6, 11, 15, 19, 3, 11, 13, 26, 29\} \]

\[ b_2 = \{0, 0, 0, 1, 2, 0, 0, 1, 1, 0, 0, 1, 0, 3\} \]

Adjusted by time buffer, the scheduling plans are presented in Figure 7. With the restriction of the deadline of project duration, in zone Z, there are three activities that are allocated time buffers, of which \( b_{02} \) and \( b_{05} \) are free floats due to the precedence relation, and \( b_{09} \) is configured by the total float due to its greatest factor \( DB(9) \). In the two production zones, the time buffer configuration is engaged due to the descending order of calculated \( DB(j) \). In space A, \( b_{18} \) is set as a free float, while others are allocated by the total float according to \( DB(j) \). The same situation exists in zone B, where \( b_{24} \) is set as a free float.

**Figure 7.** Scheduling plans’ allocated time buffers.

**Stage 2: Dynamic adjustment**

It is assumed that delays can be caused by six kinds of risk events in various activities, which have been assessed by advanced technology. It is known that the following risks would cause delays:
• On-site installation Z

Z③ Prefabricated wall hoisting is delayed by 2; Z⑥ Prefabricated superposed beam lifting is delayed by 1; Z③ Prefabricated heteromorphic component lifting is delayed by 1.

• Off-site manufacturer A

A④ Producing YWQ4 is delayed by 1.

• Off-site manufacturer B

B⑦ Producing YDB4 is delayed by 3; B⑦ YS is delayed by 4.

Figure 8 shows that delays caused by Z③ and A④ can be eliminated by a time buffer. Therefore, the impacts of the two risks are out of consideration. Disrupted Z⑥ leads to the postponement by two units and modification measures at t = 8, based on which the influenced Z③ caused dynamic adjustment at t = 24. Thus, the duration of the installation operation is delayed by three units in total. Interference occurring in B⑦ postpones by a period of three units from t = 18. Since two units of delay can be curtailed by the time buffer, the starting time of B⑦ is adjusted at t = 27. Alteration at t = 31 is processed due to the remaining four units of delay induced by breaking. The changes are showed in Figure 8, which indicates that the altered supply times are during time windows without effects on the following cycle.

The duration of the current cycle is delayed by three units due to the postponement of the installation operation, which requires elimination in the subsequent cycles. Since $\epsilon = 1$ (the limited value of delay corrected by one assembly operation), rescheduling of the following three cycles is proposed to eliminate the delay.

![Figure 8. Cont.](image-url)
Figure 8. Dynamic adjustment of scheduling plans related with disruptions.

The cost of rescheduling in assembly space is calculated by Equation (26):

$$Q_0 = \sum_{j=0}^{4} \left( \sum_{i=0}^{j} \phi_{0j} (s_{0j} - s'_{0j}) \right),$$  
(26)

through which it is obtained that $Q_0 = 975$. In a similar way, the costs of rescheduling in the two production spaces are calculated based on Equation (21), and the results are: $Q_1 = 228, Q_2 = 408$. The overall cost of rescheduling in the three working spaces is: $Q = Q_0 + Q_1 + Q_2 = 1611$. The result shows that the program of cooperative rescheduling spends 1611 in total.

6.3. Comparing with the Common Program

The common method of coping with delay in construction projects is to improve the input of resources. Another program increasing the amount of workforce is proposed. The costs of the two programs will be compared to verify the efficiency of the collaborative scheduling program. By increasing workforce in space $Z$ during $C_{Y2}$, the operation of $Z_2$ would be fulfilled with the duration of 29. The cost of rescheduling can be calculated according to Equation (27):

$$P_0 = \left[ \max_{r_{0j}} \left( \sum_{i=0}^{c_{0j}-1} r_{0j} \right) - R_0 \right] \lambda_0 * D_{C_{Y2}},$$  
(27)

wherein $D_{C_{Y2}}$ is the duration of $Z_2$, that is, 29, when the workforce is allocated as 7, which indicates $\max_{r_{0j}} \left( \sum_{i=0}^{c_{0j}-1} r_{0j} \right) = 7$. The calculated result is: $P_0 = 2900$. The altered schedule is presented in Figure 9.
It is required to reschedule the plans of manufacturing operations with the restricted period of 29, the cost of which to be gained is: \( Q_1' = 60 \), \( Q_2' = 204 \). The total cost of rescheduling in the three working spaces in this program is: \( Q' = P_0 + Q_1' + Q_2' = 3164 \).

Comparing the two programs, the first program’s cost is less than the second program’s cost, which indicates that the dynamic co-scheduling model is more efficient and economical in the aspect of managing delay caused by disruptions.

6.4. Discussion

The application in the case project validates that the established scheduling models are efficient in solving risk delays while minimizing cost. This can be provided as an effective approach for collaborative scheduling in off-site construction. The contributions of this research are listed as follows:

- This study utilizes SA in work flow scheduling to obtain the optimized schedule plan referring to combinatorial targets for off-site construction.
- The established models firstly consider multiple suppliers related to one assembly site.
- The methodology analyzed in this study can effectively improve the schedule’s robustness in risky environments to support the sustainable development of prefabrication.
- However, the following limitations deserve to be further studied:
  - The actual construction environment is more complicated, with, for instance, various risk events disrupting one activity or one risk event disrupting various activities, which is not under consideration in the case study.
  - The more complicated workflows or other limited constraints can increase the difficulty of calculation and extend the calculation time, which is also the inherent defect of SA.
  - This application is based on the assumption of exact assessment of risk events and related delay durations. Actually, the prediction of relevant parameters may not achieve the demanded accuracy using existing tools.

7. Conclusions

The absence of a systematic analysis in prefabricated construction to collaboratively schedule on-site and off-site operations was identified as a gap and provided the rationale for this research. In the absence of risk disruptions and considering the total project duration as the main constraint, the scheduling is orchestrated on the basis of optimal resource utilization solved by a heuristic-based simulated annealing algorithm within computer technology. However, delay risks should be addressed using collaborative scheduling of on-site and off-site project activities. After proposing a collaborative scheduling approach, a case project involving multiple off-site suppliers was used for validation and testing. This study contributes to the body of knowledge in prefabricated construction management by streamlining collaborative scheduling in prefabrication. The established models provide construction managers with decision support systems with the aims of minimizing delays and related cost overruns.
Future research can focus on prefabrication projects in which logistics and transportation of elements from factory to site are also considered as a potential source of risk delay. This remains a limitation for this paper, as the focus was placed on manufacturing and on-site activities with deterministic (single point estimate) durations and costs. Future research should consider a wider range of scenarios by adopting a stochastic approach.
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