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A B S T R A C T

Groundwater levels have been declining recently in Malaysia. This is why, the current study was aimed to propose an accurate groundwater levels prediction model using machine learning algorithms in highly populated towns in Selangor, Malaysia. The models developed used 11 months of previously recorded data of rainfall, temperature and evaporation to predict groundwater levels. Three machine learning models have been tested and evaluated: Xgboost, Artificial Neural Network, and Support Vector Regression. The results showed that for the first scenario, which had combinations of 1, 2 and 3 days delayed of rainfall data only considered as an input, the models’ performance was the worst. While in the second scenario the proposed Xgboost model outperformed both the Artificial Neural Network and Support Vector Regression models for all different input combinations. A significant increase in performance was achieved in the third scenario, when using 1 day delayed of groundwater levels as an input as well where $R^2$ equal to 0.92 in the Xgboost model in scenario 3 and 0.16, 0.11 in scenarios 2 and 1 respectively. The results obtained in this study serves as a great benchmark for future groundwater levels prediction using Xgboost algorithm.

© 2020 The Authors. Published by Elsevier B.V. on behalf of Faculty of Engineering, Ain Shams University. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Change in climate and weather conditions, increase in water demand, and water pollution are all factors contributed to recent water crisis around the world [9]. The United Nations (UN) estimates that around 1.2 billion people live in regions with total water scarcity, and around a quarter more of the world population are approaching the same situation [16]. Groundwater is the largest and one of the most important source of freshwater [29]. However, the increase in groundwater extraction and climate change played a significant role in increasing groundwater level decline [21]. Accurate prediction of groundwater levels is a major challenge in water resources management of aquifer systems, and its modeling is of significant importance in regions where there is insufficient amount of radially available surface water [7]. The change in groundwater levels is influenced by boundary constraints as well as change in hydrological and meteorological variables including precipitation, temperature and evaporation [30]. Furthermore, the way these variables interact with each other has been difficult to accurately characterize. These changes affect the design, planning and management of irrigation systems and water resources. The significance of groundwater and its influence on water balance is emphasized through its relation to climate change. The recent results of meteorological models show that climate change has caused a decrease in groundwater recharge which is projected to have serious impacts on managing water resources.
and reducing accessibility to clean water [23]. Thus, the need for accurate prediction models and understanding the interplay of hydrological and meteorological variables on groundwater levels have become an important part of implementing water resources management plans and to ensure water use efficiency, especially as water demand increase in urban areas [32], and future climate change projections indicate an increase in our dependency on groundwater [23]. To predict groundwater levels, a range of parameters recorded at meteorological stations are used as an input for the models. The most important of these parameters are relative humidity, sunshine hours, wind speed, rainfall, evaporation, and temperature [11,14,22,28,30]. Use irrigation demand, streamflow, climate change indices, rainfall, and temperature as input parameters for predicting groundwater level change at agricultural regions across the US. Their results show that including irrigation demand, rainfall and temperature make the second and third most significant contribution to groundwater level prediction. Using artificial neural network [17]. Investigate the relationship between groundwater level and meteorological parameters including rainfall, maximum temperature, minimum temperature, solar radiation, wind speed, relative humidity, elevation of area, polygon area and water depth using data from meteorological stations in Punjab, Pakistan. And concluded that rainfall has the most significant effect on groundwater level variations than any other parameter used in the study. Moghaddam et al. [26] use data of monthly evaporation, average temperature, discharge, and water tables of previous months for the period 2002 to 2014 as inputs parameters into conceptual model (MODEFLOW), ANN, and Bayesian network (BN) to predict monthly groundwater level in Khorasan, Iran. The study reports RMSE values of 0.091, 0.11, and 0.023 for the models respectively. An accurate prediction of groundwater levels using different modeling methods and climate variables has been the objective of many researchers in recent years [26,39].

As cities expand across the world, governments and planners look for ways to accurately predict the groundwater level so they can make sure the water demand is met as the population growth keeps increasing and also as a very important factor when designing new cities.

Physical models have long been used to predict groundwater levels. These types of models require large amount of data and take considerable amount of time to construct, especially for systems such as a groundwater system. The non-linearity nature of the groundwater system and its response to climatic variables makes it difficult to simulate using physical models because of the large amount of data needed to produce such accurate interpretation. Therefore, new modeling approaches based on machine learning algorithms become more reasonable to use for groundwater level prediction, as such modeling methods do not require information about the system’s properties physical characteristics. Machine learning algorithms utilize mathematical concepts in finding an ideal function from the data provided and use this function to classify, predict or detect certain outputs. The algorithms learn automatically by identifying patterns in the input data.

All around the world and for the past decade, different studies have been carried out using a variety of machine learning algorithms to model groundwater for the purpose of predicting and forecasting the fluctuations in its levels, the algorithms used including, Artificial Neural Network (ANN) [2,38], Support Vector Machine (SVM) [25,37], and Genetic Programming (GP) [19]. The results of using machine learning algorithms for the groundwater modeling showed the capability of these models as it achieved better performance compared to physical modelling methods [27,34]. However stand-alone machine learning models vary largely in their performance at different lead times [36]. So, to increase the performance, researchers both in academia and industry are actively developing new models by combining different algorithms. For example, a wavelet transformer (WA) is used to decompose a data series into its components that carry most of the information, then it is fed to a neural network model to make predictions [5]. This can significantly increase the prediction accuracy, as the WA allows the extraction of data series that carry the most important information and remove the noisy ones [1]. Genetic algorithms (GA) is also used as a method to pre-process the data before it is fed to predictive model, this can significantly increase the model accuracy [14]. However, even though hybrid models can achieve better performance than stand-alone models, there is normally a trade-off between model performance and training time required. So, a model that can achieve both great performance and fast training time is needed.

In this study three models (Artificial Neural Network, Support Vector Regression, and Xgboost) with three different input parameters are investigated. Cross-correlation was preformed to select the best input parameters. The models then tested at a selected study location in Malaysia. Three scenarios based on input combination were investigated and the proposed models were tested in its ability to predict the groundwater levels. Then the models’ performances were compared using different statistical performance indices.

2. Materials and methods

2.1. Study area and dataset

Selangor is a province in Malaysia. It is one of the warmest regions in the country with high temperature and humidity all year round. Selangor considered one of the states in Malaysia that faced severe droughts and water crises in the past [6]. The area in this study shown in Fig. 1, is located in the southern part of Selangor, With a total area of 1429.1 km², and a total population of 1.259 million [10]. The two districts (Hulu Langat and Sepang) that the study area is comprised of, have a population density of 1,288 people/km² and 320 people/km² respectively.

This study is conducted to predict the groundwater levels in five towns, namely Jenderam, Bangi, Beranang, Kajang and Paya Indah Wetland. Table 1 shows data obtained from 20 October 2017 to 24 July 2018 of groundwater level, rainfall, temperature, and evaporation used as models’ inputs. And Table 2 presents the descriptive statistics of the data. The input data is divided into 70% training and 30% testing respectively, previous researches indicated that the mentioned percentages should be sufficient for predictive models [15,27].

2.2. Input variable Selection for the models

In machine learning models, choosing the right input variables is crucial for the model’s performance. Selection of input variables is done to ensure that the model can capture the relationship between inputs and the target variable during the training process [18]. In this current study, the sliding dot product also known as cross-correlation is used to find the similarity between the target variable and the delayed values of the inputs. For example, to find the cross-reaction coefficient between \( x_i \) and \( y_{i+k} \) the following equation is used:

\[
r_k = \frac{\sum_{i=1}^{n-k} (x_i - \bar{x}) (y_{i+k} - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n} (y_{i+k} - \bar{y})^2}}
\]
Fig. 1. Location of the study area, with the locations of the mentoring wells, rainfall stations, and temperature/evaporation stations.

Table 1
Rainfall, temperature, evaporation, and groundwater level data used to conduct the study.

<table>
<thead>
<tr>
<th>Date</th>
<th>Rainfall (mm)</th>
<th>Temperature (℃)</th>
<th>Evaporation (mm)</th>
<th>GWL BH1 (m)</th>
<th>GWL BH2 (m)</th>
<th>GWL BH3 (m)</th>
<th>GWL BH4 (m)</th>
<th>GWL BH5 (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20-Oct-2017</td>
<td>0.15</td>
<td>29.95</td>
<td>4.90</td>
<td>16.75</td>
<td>15.15</td>
<td>16.37</td>
<td>13.95</td>
<td>16.22</td>
</tr>
<tr>
<td>22-Oct-2017</td>
<td>0.05</td>
<td>30.30</td>
<td>7.35</td>
<td>16.64</td>
<td>15.12</td>
<td>16.33</td>
<td>13.89</td>
<td>16.18</td>
</tr>
<tr>
<td>23-Oct-2017</td>
<td>0.00</td>
<td>30.15</td>
<td>6.65</td>
<td>16.58</td>
<td>15.09</td>
<td>16.31</td>
<td>13.86</td>
<td>16.17</td>
</tr>
<tr>
<td>20-Jul-2018</td>
<td>0.00</td>
<td>29.00</td>
<td>5.30</td>
<td>17.00</td>
<td>14.92</td>
<td>16.19</td>
<td>13.67</td>
<td>16.25</td>
</tr>
<tr>
<td>22-Jul-2018</td>
<td>2.67</td>
<td>27.90</td>
<td>3.05</td>
<td>17.00</td>
<td>14.94</td>
<td>16.19</td>
<td>13.67</td>
<td>16.24</td>
</tr>
<tr>
<td>24-Jul-2018</td>
<td>0.33</td>
<td>28.00</td>
<td>3.65</td>
<td>16.82</td>
<td>14.93</td>
<td>16.19</td>
<td>13.65</td>
<td>16.21</td>
</tr>
</tbody>
</table>

Table 2
Descriptive statistics of climatic and hydrological variables.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Rainfall (mm)</th>
<th>Temperature (℃)</th>
<th>Evaporation (mm)</th>
<th>GWL BH1 (m)</th>
<th>GWL BH2 (m)</th>
<th>GWL BH3 (m)</th>
<th>GWL BH4 (m)</th>
<th>GWL BH5 (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>6.23</td>
<td>27.81</td>
<td>4.47</td>
<td>17.10</td>
<td>15.31</td>
<td>16.36</td>
<td>14.00</td>
<td>16.39</td>
</tr>
<tr>
<td>Standard Error</td>
<td>0.41</td>
<td>0.07</td>
<td>0.09</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Median</td>
<td>3.82</td>
<td>27.85</td>
<td>4.40</td>
<td>17.07</td>
<td>15.23</td>
<td>16.35</td>
<td>13.92</td>
<td>16.34</td>
</tr>
<tr>
<td>Mode</td>
<td>0.00</td>
<td>27.85</td>
<td>4.10</td>
<td>17.00</td>
<td>15.17</td>
<td>16.37</td>
<td>13.85</td>
<td>16.26</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>6.90</td>
<td>1.14</td>
<td>1.55</td>
<td>0.45</td>
<td>0.30</td>
<td>0.14</td>
<td>0.23</td>
<td>0.17</td>
</tr>
<tr>
<td>Sample Variance</td>
<td>47.60</td>
<td>1.30</td>
<td>2.40</td>
<td>0.20</td>
<td>0.09</td>
<td>0.02</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.66</td>
<td>1.56</td>
<td>0.46</td>
<td>-0.78</td>
<td>2.97</td>
<td>0.01</td>
<td>4.46</td>
<td>-0.91</td>
</tr>
<tr>
<td>Skewness</td>
<td>1.48</td>
<td>-0.51</td>
<td>0.13</td>
<td>0.33</td>
<td>1.60</td>
<td>0.48</td>
<td>1.83</td>
<td>0.49</td>
</tr>
<tr>
<td>Range</td>
<td>42.25</td>
<td>7.55</td>
<td>10.40</td>
<td>1.83</td>
<td>1.60</td>
<td>0.68</td>
<td>1.57</td>
<td>0.64</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.00</td>
<td>22.85</td>
<td>-1.10</td>
<td>16.37</td>
<td>14.91</td>
<td>16.08</td>
<td>13.65</td>
<td>16.12</td>
</tr>
<tr>
<td>Maximum</td>
<td>42.25</td>
<td>30.40</td>
<td>9.30</td>
<td>18.20</td>
<td>16.51</td>
<td>16.76</td>
<td>15.22</td>
<td>16.76</td>
</tr>
<tr>
<td>Count</td>
<td>278.00</td>
<td>278.00</td>
<td>278.00</td>
<td>278.00</td>
<td>278.00</td>
<td>278.00</td>
<td>278.00</td>
<td>278.00</td>
</tr>
</tbody>
</table>
Where \( x \) variable specifies the first variable to be cross correlated, \( y \) variable is the second variable to be cross correlated, \( \bar{x} \) is the mean of the first variable values, and \( \bar{y} \) is the mean of the second variable values. While, \( k \) represents the time index, which can be positive or negative. And \( r_k \) is the \( k^{th} \) order cross-correlation coefficient.

2.3. Artificial neural network (ANN)

ANN is a computational system comprised of artificial neurons that resample the neurons in the human brain in terms of information transfer to gain knowledge, and it has been utilized heavily in different branches of engineering especially in hydrology where it has been used as a method of prediction [4,33]. ANN has different types of networks that consist of single or multiple layers, such as the feedforward back propagation neural network (FFBP) and it consists of an input layer which is the first layer that receives the data, then a hidden layer, and lastly an output layer that generates specific results drawn from the input data. The flow of information in this type of neural network is only in one direction.

In this study, the FFBP models devolved with an input layer that has one to four neurons, one hidden layer and an output neuron representing the predicted daily groundwater level. The input and hidden layers of the network were connected through a transformation weights (\( w_{ji} \)). And a sigmoid transfer was applied as the transformation function for the hidden layer. Fig. 2 shows the structure of the neural network model. Additionally, a series of weights (\( w_{kj} \)) acted as the connection from between the hidden layer and output layer [3], with a linear transfer activation function.

The predicted outcome of the model \( \hat{y}_k \) is given by [13] as follows:

\[
\hat{y}_k = f\left( \sum_{j=1}^{n} w_{kj} h_j + b_k \right)
\]

Where \( w_{kj} \) is the Weight connecting neuron \( k \) of the output layer and the neuron \( j \) of the hidden layer, \( h_j \) is the output from the hidden layer neuron, \( n \) represent the number of hidden neurons, \( f \) is the output layers’ activation function, and \( b_j \) represent the bias of neuron \( k \) of the output layer.

2.4. Support vector regression

Support vector machine (SVM) has been used for all kinds of predictive models both in classification and regression, and when

SVM is used in regression it is called support vector regression (SVR) [20]. Fig. 3 shows how SVR fits a continuous-valued function to data. In a regression problem model inputs are mapped to a higher dimensional space, and the SVR is trained by a structural risk minimization (SRM) principle [35]. The mapping of inputs to a higher dimensional space is done by a kernel function.

SVR main concept is as follows: consider this dataset as the training data \( \{(x_1, t_1), \ldots, (x_n, t_n)\} \), \( x \) is the input for the model, and \( t \) is the target. The SVR algorithm tries to estimate a function \( f(x) \) that has less than \( \varepsilon \) deviation from the observed target \( y_i \) for all the input data values [12]. The SVR function in the form

\[
y = w\phi(x) + b
\]

Where the term \( \phi(x) \) represents the non-linearity mapping, \( w \) represents a hyperplane, and the term \( b \) represent an offset. In addition, SVR uses a penalty function as follows:

\[
\begin{align*}
|t_i - y_i| & \leq \varepsilon, \text{ not allocating penalty} \\
|t_i - y_i| & > \varepsilon, \text{ allocating penalty}
\end{align*}
\]

When the predicted value is inside the \( \varepsilon \) tube, the loss values equals zero. The regression function’s parameters can be obtained by minimizing this objective function

\[
\min \left[ \frac{1}{2}||w||^2 + c \sum_{i=1}^{n} L^\varepsilon(y_i, t_i) \right]
\]

\[
L^\varepsilon(y_i, t_i) = \max(0, |y_i - t_i| - \varepsilon)
\]

where \( c \) is the regularized constant. When the value of \( c \) increases then the relative importance of the empirical risk increases [24].

The assumption through Equation (4), that there is a function \( f \) that is able approximate all the data pairs with \( \varepsilon \) precision. How-
ever, when this is not possible, slack variables $\xi_i, \xi_i^*$ are introduced.

$$\min \left[ \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} (\xi_i, \xi_i^*) \right]$$

Subject to: $$(w^T \varphi(x_i) + b) - t_i \leq \varepsilon + \xi_i^*$$

$$t_i - (w^T \varphi(x_i) + b) - t_i \leq \varepsilon + \xi_i^*$$

$$\xi_i > 0, \xi_i^* > 0$$

the Lagrange multipliers is then used to solve the above optimization problem as follows:

$$\max \left[ \sum_{i=1}^{n} (x_i - x_i^*)y_i - \varepsilon \sum_{i=1}^{n} (x_i - x_i^*) (x_i - x_i^*) K(x_i, x_i) \right]$$

Subject to: $0 \leq \alpha_i \leq C$

$$0 \leq \alpha_i^* \leq C$$

$$\sum_{i=1}^{n} (x_i - x_i^*) = 0$$

$$K(x_i, x_j) = \varphi(x_i)^T \cdot \varphi(x_j)$$

$K(x_i, x_j)$ represents a nonlinear kernel function, which maps the input from a lower dimension feature space into a higher dimension.

In this study the SVR model has been built using python programming language, and the radial basis function (RBF) kernel is used to map the input. Input variables for this model were organized by scenarios, with different combinations. Furthermore, different values of the SVR hyperparameters such as, the epsilon value ($\varepsilon$), cost constant ($C$) were used to find the best predictive model.

**Table 3**

Cross-correlation between the input variables and groundwater levels.

<table>
<thead>
<tr>
<th>Rainfall</th>
<th>Temperature</th>
<th>Evaporation</th>
</tr>
</thead>
<tbody>
<tr>
<td>R(t-1)</td>
<td>0.49</td>
<td>-0.42</td>
</tr>
<tr>
<td>R(t-2)</td>
<td>0.31</td>
<td>-0.3</td>
</tr>
<tr>
<td>R(t-3)</td>
<td>0.24</td>
<td>-0.26</td>
</tr>
<tr>
<td>R(t-4)</td>
<td>0.25</td>
<td>-0.27</td>
</tr>
<tr>
<td>R(t-5)</td>
<td>0.2</td>
<td>-0.25</td>
</tr>
</tbody>
</table>

**Table 4**

Selected scenarios for the models built.

<table>
<thead>
<tr>
<th>combination</th>
<th>Parameters scenario (1)</th>
<th>Parameters scenario (2)</th>
<th>Parameters scenario (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>combination</td>
<td>R (t-1)</td>
<td>R (t-1), T (t-1)</td>
<td>R (t-1), T (t-1), E (t-1), GWL (t-1)</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Train(MAE)</td>
<td>0.420</td>
<td>0.307</td>
<td>0.323</td>
</tr>
<tr>
<td>Test(MAE)</td>
<td>0.529</td>
<td>0.330</td>
<td>0.333</td>
</tr>
<tr>
<td>Train(RMSE)</td>
<td>0.387</td>
<td>0.356</td>
<td>0.349</td>
</tr>
<tr>
<td>Test(RMSE)</td>
<td>0.571</td>
<td>0.393</td>
<td>0.374</td>
</tr>
</tbody>
</table>

**Table 5**

The performance of the models in Scenario 1.
Fig. 5. First input scenario fitting curve of the observed and predicted values obtained using ANN, SVR, and Xgboost models.
2.5. Extreme gradient boosting (Xgboost)

Xgboost is one of the implementations of gradient boosting machines (gbm) which is known as one of the best performing algorithms utilized for supervised learning. It can be used for both regression and classification problems. Xgboost preferred by data scientists because its high execution speed out of core computation [8]. The way the Xgboost works is as follow: If we have for example a dataset DS that has m features and an n number of examples DS = {(xi, yi) : i = 1, . . . , n, xi ∈ Rm, yi ∈ R}. Let ŷi be the predicted output of an ensemble tree model generated from the following equations:

\[ \hat{A}_i = \phi(x_i) = \sum_{k=1}^{K} f_k(x_i), f_k \in \mathcal{F} \quad (10) \]

Where K represents the number of trees in the model as shown in [4]. \( f_k \) represents the (k-th) tree, to solve the above equation, we need to find the best set of functions by minimizing the loss and regularization objective.

\[ L'(\phi) = \sum_{i} l(y_i, \hat{A}_i) + \sum_{k} \Omega(f_k) \quad (11) \]

Where l represents the loss function which is the difference between the predicted output ŷi and the actual output yi, while Ω is a measure of how complex the model is, this assists in avoiding over-fitting of the model. and it is calculated using:

\[ \Omega(f_k) = gT + \frac{1}{2} \|w\|^2 \quad (12) \]

\( T \) in the above equation represents the number of leaves of the tree, \( w \) is the weight of each leaf.

In decision trees to minimize the objective function boosting is used in training the model, which works by adding a new function \( f_k \) as the model keeps training. So, in the t-th iteration a new function (tree) is added as follow:

\[ L^{(t)} = \sum_{i=1}^{n} l(y_i, \hat{A}^{(t-1)}_i + f_t(x_i)) + \Omega(f_t) \quad (13) \]

\[ L'_{split} = \frac{1}{2} \left( \frac{\sum_{i \in l} g_i^2}{\sum_{i \in l} h_i + \lambda} + \frac{\left( \sum_{i \in r} g_i^2 \right)^2}{\sum_{i \in r} h_i + \lambda} \right) - \gamma \quad (14) \]

\[ g_i = \partial_{\hat{A}^{(t-1)}_i} l(y_i, \hat{A}^{(t-1)}_i) \]

\[ h_i = \partial_{\hat{A}^{(t-1)}_i} \left( \sum_{i \in l} g_i^2 \right) \]

2.6. Performance measures

Performance of machine learning models needs to be evaluated. To do that, the output generated by the models is compared with the actual values of the groundwater levels, this is done by using the following performance indices:

i) Mean absolute error (MAE), which measures how accurate the predict values compared to the observed ones.

\[ MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \quad (15) \]

ii) Root mean squared error (RMSE), this index measures the error between the model’s output (ŷ) and the target values (y).

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \quad (16) \]

3. Results and discussion

The model inputs were precipitation, evaporation, temperature, and groundwater level with certain selected delays. Cross-correlation between the climatic variables and groundwater levels were found to determine the appropriate delays to be used. Table 3 shows the results of the cross-correlation, after which 3 scenarios in Table 4 were determined to construct the prediction models. We used the mean Absolute error (MAE), root mean squared error (RMSE), coefficient of determination (R^2), and Willmott index (WI) to evaluate the models constructed.

3.1. Analysis of first scenario results

Based on the results in Table 5, which shows the statistical measures of different models’ performance in predicting the groundwater level using rainfall data as an input (scenario 1), the results obtained are as follows:

1. Comparing the three models, Xgboost performance was better than the performance of the other models. When considering models’ performance in the testing stage, then Xgboost had the least MAE based on the first combination (using rainfall with delay of 1 day as an input for the models), which is 11% and 7% less than that of ANN and SVR models respectively.

2. When comparing the performance of the models based on all three input combinations (using different rainfall delays in Table 4) in scenario 1, the first combination (using rainfall delay of 1 day) had the best performance in both training and testing stages for all the models. While models using combination 3 (rainfall delay of 1, 2 and 3 days) as an input preformed the worst.

3. The Xgboost model had better performance than SVR when compared. For example, the RMSE of the Xgboost model considering the testing stage and based on the first input combination (using rainfall with delay of 1 day as an input for the models) was 0.433 and 0.450 for the SVR model.

4. The increase in delay of rainfall resulted in the decrease of models’ performance. Fig. 5 depicts the predicted water level for the three input combinations in scenario 1.

3.2. Analysis of the results in scenario 2

Based on the reported results in Table 6, which contains the statistical measures of different models’ performance in predicting

<table>
<thead>
<tr>
<th>combination</th>
<th>ANN</th>
<th>SVR</th>
<th>Xgboost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Train(MAE)</td>
<td>1</td>
<td>0.569</td>
<td>0.350</td>
</tr>
<tr>
<td>2</td>
<td>0.555</td>
<td>0.336</td>
<td>0.334</td>
</tr>
<tr>
<td>3</td>
<td>0.465</td>
<td>0.320</td>
<td>0.318</td>
</tr>
<tr>
<td>Test(MAE)</td>
<td>1</td>
<td>0.528</td>
<td>0.396</td>
</tr>
<tr>
<td>2</td>
<td>0.663</td>
<td>0.391</td>
<td>0.370</td>
</tr>
<tr>
<td>3</td>
<td>0.490</td>
<td>0.363</td>
<td>0.344</td>
</tr>
<tr>
<td>Train(RMSE)</td>
<td>1</td>
<td>1.168</td>
<td>0.429</td>
</tr>
<tr>
<td>2</td>
<td>0.912</td>
<td>0.427</td>
<td>0.405</td>
</tr>
<tr>
<td>3</td>
<td>0.735</td>
<td>0.420</td>
<td>0.380</td>
</tr>
<tr>
<td>Test(RMSE)</td>
<td>1</td>
<td>0.682</td>
<td>0.475</td>
</tr>
<tr>
<td>2</td>
<td>0.990</td>
<td>0.490</td>
<td>0.443</td>
</tr>
<tr>
<td>3</td>
<td>0.665</td>
<td>0.458</td>
<td>0.435</td>
</tr>
</tbody>
</table>
Fig. 6. Second input scenario fitting curve of the observed and predicted values obtained using ANN, SVR, and Xgboost models.
The performance of the models in Scenario 3 are as shown in Table 7. Based on the third combination, the level added to each combination. Results of the models in this scenario 2 with 1-day delay of groundwater level using input combinations in (scenario 2), the results obtained are as follows:

Using rainfall of 1 day, temperature of 1 day and evaporation of 1 day (the third combination in scenario 2), resulted in the best performance compared to the other input combinations of in the scenario.

Xgboost model performance was superior when compared to how the other two models performed. For instance, when considering the performance in the testing stage, Xgboost model result based on the RMSE index was 0.435, which was 35% and 5% better than the ANN and SVR models. Fig. 6 shows the simulation of daily predicted water level using the three models.

ANN model had the worst performance compared to the other two models, since it had the highest values of MAE and RMSE in all three input combinations (using 1 day delay of rainfall with 1 day delay of temperature, 1 day delay of rainfall and 1 day delay of evaporation, 1 day delay rainfall with 1 day delay of temperature and 1 day delay of evaporation) in both training and testing.

The Xgboost model had the best performance, then the SVR model and finally ANN model. However, the best input combination varied among the 3 scenarios. For example, in scenario 1, the best input combination was the first combination, while in the second and third scenarios the best input combination was combination 3. Therefore, R2 were found for all three models based on the best input combination in each scenario.

The R2 for the Xgboost model was greater than the other models in scenario 1 and 3. While in scenario 2 the SVR model had greater R2 than that of ANN and Xgboost models. In addition, the R2 obtained for the Xgboost model in scenario 3 had the greatest R2 among all the other models in all scenarios as shown in Fig. 8.

### 3.4. Models' performance based on R2 coefficient

The Xgboost model had the best performance, then the SVR model and finally ANN model. However, the best input combination varied among the 3 scenarios. For example, in scenario 1, the best input combination was the first combination, while in the second and third scenarios the best input combination was combination 3. Therefore, R2 were found for all three models based on the best input combination in each scenario.

The R2 for the Xgboost model was greater than the other models in scenario 1 and 3. While in scenario 2 the SVR model had greater R2 than that of ANN and Xgboost models. In addition, the R2 obtained for the Xgboost model in scenario 3 had the greatest R2 among all the other models in all scenarios as shown in Fig. 8.

### 4. Conclusions

In this paper, an ensemble model using Xgboost algorithm was constructed to predict the groundwater level. The Xgboost model was compared to standalone ANN, and SVR models for predicting the daily groundwater level in southern Selangor, Malaysia. The data of four influencing factors, namely, rainfall, temperature, water levels of previous days and evaporation, obtained from October 2017 to July 2018 were used as input data for the models. The performance of the prediction models was determined by training and testing the ANN, SVR, and Xgboost models on the sample data, using nine different input combinations. The results showed that the MAE and RMSE values in the optimal and worst training of the ANN, and SVR models were lower than that of the Xgboost model. In addition, the Xgboost model resulted more consistent values and smaller RMSE values in all input combinations, compared with the ANN, and SVR models. Moreover, the Xgboost model presented more accurate prediction results with the highest R2, and smaller MAE, and RMSE values than the ANN, and SVR models. The prediction of daily groundwater levels using the Xgboost model in an urban area in the southern Part of Selangor, Malaysia was realized in this study. The research findings can guide the scientific utilization of groundwater resources and provide a new approach for similar research in other urban areas with the same characteristics.
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Fig. 7. Third input scenario fitting curve of the observed and predicted values obtained using ANN, SVR, and Xgboost models.
Fig. 8. Comparison of $R^2$ among all the best performing models in each scenario.
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