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Abstract
Background:  Diabetes is a long-term disease, which is characterised by high blood sugar and has risen as a public health 
problem worldwide. It may prompt a variety of serious illnesses, including stroke, kidney failure, and heart attacks. In 2014, 
diabetes affected approximately 422 million people worldwide and it is expected to hit 642 million people in 2040. The 
aim of this study is to analyse the effect of demographical and clinical characteristics for diabetics disease in Bangladesh.
Methods:  This study employs the quantitative approach for data analysis. First, we analyse differences in variables between 
diabetic patients and controls by independent two-sample t-test for continuous variables and Pearson Chi-square test for 
categorical variables. Then, logistic regression (LR) identifies the risk factors for diabetes disease based on the odds ratio 
(OR) and the adjusted odds ratio (AOR).
Results:  The results of the t-test and Chi square test identify that the factors: residence, wealth index, education, working 
status, smoking status, arm circumference, weight and BMI group show statistically (p < 0.05) significant differences between 
the diabetic group and the control group. And, LR model demonstrates that 2 factors (“working status” and “smoking status”) 
out of 13 are the significant risk factors for diabetes disease in Bangladesh.
Conclusions:  We believe that our analysis can help the government to take proper preparation to tackle the potentially 
unprecedented situations in Bangladesh.

Keywords  Diabetes detection · Quantitative analysis · Logistic regression · Significance p-value · Odds ratio · Adjusted 
odds ratio

1  Introduction

Diabetes, also known as Diabetes Mellitus, has risen as a 
significant public health problem worldwide, particularly in 
lower and moderate-income countries Diabetes is a familiar 

disease as 80% of the people of the world is suffered from 
it according to the International Diabetes Fedaration, Bel-
gium  [1, 2]. This disease is an assemblage of metabolic 
disorders that are distinguished by high blood sugar. Dia-
betes occurs when the body can not process the food we eat 
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and increase the sugar level [3]. This disorder can prompt 
many serious long-term, complicated diseases; concur-
rently, it can cause blindness, stroke, heart attacks, kidney 
failure, and lower limb amputation. Diabetes and Cardio-
vascular diseases (CVD) are two of the most prevalent and 
frequent chronic diseases which lead to death in the United 
States  [4]. In 2015, approximately 9% of the United States 
population had been determined to have diabetes, while an 
additional 3% were undiscovered  [5]. Moreover, nearly 34% 
had prediabetes [6]. Furthermore, around 90% of adults with 
prediabetes were unaware of their condition. The number of 
diabetic patients increased from 122 million to 422 million 
between 1980 and 2014  [7]. The estimation will be struck to 
642 million approximately in 2040  [8]. In 2016, an approxi-
mation of 1.6 million deaths was caused by diabetes which is 
a great range, while 2.2 million passings were inferable from 
high blood glucose in 2012  [9]. Moreover, the frequency 
of diabetes in Kuwait, Bahrain, Jordan and the United Arab 
Emirates were 12.8%, 14.9%, 17.1%, and 20.1%, respec-
tively [10, 11]. Like other countries, Bangladesh is highly 
affected by diabetes. The IDF (International Diabetes Fed-
eration) Diabetes Atlas 5th edition projected that diabetes 
prevalence in Bangladesh would increment to over half by 
the next 15 years, setting Bangladesh as the eighth-most 
highest diabetic crowded country in the world  [12]. WHO 
ranked diabetes as the seventh influential reason of death 
in 2016  [9]. Young adults are likewise profoundly influ-
enced by diabetes. In another statistical report, the global 
predominance of diabetes among adults has doubled from 
4.7 to 8.5% within the year 1980–2014  [12]. Therefore, 
the number of diabetes patients is expanded daily with a 
noteworthy range; subsequently, deaths also increase daily, 
which is alarming to us.

Diabetes can be of different categories: Type I, Type 
II and Gestational diabetes. Type I diabetes happens to 
people when an insulin-producing cell named beta cell is 
attacked by our immune system [13]. As 90% of the beta 
cells are permanently damaged through this attack, the 
pancreas can not produce enough insulin. For this rea-
son, it is also called insulin-dependent diabetes. Among 
all the diabetes patients, only 5–10% of people have type 
I diabetes. This type of diabetes is also called juvenile-
onset diabetes, as it may occur at the early stage of our 
life. The next type of diabetes is Type II diabetes which 
is called non-insulin-dependent diabetes [14]. As it does 
not respond to the insulin produced by the pancreas, the 
body becomes resistant to insulin. This type of disease is 
also known as adult-onset diabetes, as it affects young and 
older people. Approximately 90% of people have type II 
diabetes. The last type of diabetes is gestational diabe-
tes. It generally occurs to the women during their preg-
nancy [15]. However, it affects the baby’s growth rather 
than affecting the mother. 2–10% of women might have 

gestational diabetes during their pregnancy [16]. Gener-
ally, the disease goes away after pregnancy, but it may also 
cause type II diabetes.

The analysis of diabetes data is difficult because a large 
portion of the clinical information is nonlinear, non-nor-
mal, relationship organised, and complex  [17]. On the 
other hand, the traditional clinical methods to detect dia-
betes are time-consuming and inconvenient. Therefore, 
healthcare professionals need time-efficient, simple and 
open diabetes detection systems that can precisely identify 
the stage of diabetes which the patient holds. In the world 
of constantly increasing data, where hospitals are gradu-
ally embracing big data systems  [18], there are incredible 
advantages to utilise advanced technology in the medical 
sector to give experiences, augment diagnosis, improve 
results, and decrease costs  [19, 20].

Machine learning has significant impacts on medical 
healthcare. This technology enhances the efficiency of the 
medical health care system [21]. A considerable amount 
of research has been done to predict or identify diabetes 
using a machine learning system. To detect diabetes mel-
litus, Maniruzzaman et al.  [22] applied four classifiers and 
LR (logistic regression) models as the most risk-identifi-
able factors. Their model provides 94.25% accuracy with 
a combination of LR-based features and Random Forest 
(RF) based classifiers. Dinh et al.  [23] used 123 variables 
and the eXtreme Gradient Boost (XGBoost) model, which 
helps to achieve 86.2% without using laboratory data and 
95.7% with laboratory data. In addition to machine learn-
ing, deep learning algorithms have also been used to detect 
diabetes [24]. The authors used a combination of convolu-
tional neural network (CNN) and long short-term memory 
(LSTM) and gained an accuracy of 95.7%. However, these 
approaches might provide the inaccurate and biased result 
if we apply the algorithms on the dataset without analys-
ing them properly [25]. Therefore, we need to analyse and 
adjust our data according to the standard model. In this 
case, statistical analysis will assist us in analysing our data 
and providing direction in achieving a better result in dia-
betes prediction.

Thus, in this study, the purpose of applying the statistical 
approach is to obtain the significant features that may prompt 
improved accuracy in detecting diabetes. This research aims 
to identify the most significant factors and treat people accu-
rately diagnosed with diabetes. Analysing the above research 
work, we aim to reveal the impact of various factors on 
diabetes by performing a quantitative analysis. We look to 
achieve the following research objectives:

–	 We investigated both demographic and clinical charac-
teristics to explain the estimation of diabetes.

–	 We analyse and determine the most significant risk fac-
tors of diabetes diseases using the Logistic Regression.
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The remainder of the paper is organised as follows. Sec-
tion  2 presents related work. The methodology is pre-
sented in Sect.  3. Result analysis and Discussion are illus-
trated in Sect.  4. Section  5 finally concludes the paper.

2 � Related Work

Diabetes is a chronic disease where a person suffers from 
an extensive blood glucose level in their body and may 
cause many complications. Several researchers have 
adopted machine learning (ML) techniques in healthcare 
analysis in the last few decades, especially cancer, brain 
tumour, and diabetes detection. The primary motivation 
behind the engagement of ML models is to improve the 
healthcare systems [26–28]. For example, Sneha  [29] pro-
posed an ML model that aims to focus on attribute selec-
tion, which helps detect diabetes mellitus using predictive 
analysis. Their performance returned 98.20% highest accu-
racy with the combination of the decision tree algorithm 
and Random forest. Sisodia  [30] sketched a model that 
can forecast the likelihood of diabetes in patients with 
the highest accuracy. Contrastingly, Ozcift  [31] proposed 
an ensemble approach named “Rotation forest”, merging 
30 machine learning methods. Han et al.  [32] preferred 
another ML-based model, which alters the SVM prediction 
rules. Therefore, we included the listing of existing ML 
work in Table  1.

Although existing studies show various ML-based mod-
els for diagnosing diabetes diseases that successfully dem-
onstrated and estimated their performance, however, none 
of them were able to achieve 100% accuracy in terms of 
diabetes prediction. One of the main reasons behind this 
argument is that the dataset was not adequately analysed. 
Introducing statistical analysis in diabetes prediction might 
lessen the biasness and increase the improvement of the 
result. For example, Afroz et al. [40] assessed the diabetic 
patient of Bangladesh. However, the authors applied only 
the odds ratio to determine the factors causing diabetes. 
Camara et al. [41] evaluated the reason for diabetes in Cam-
eroon and Guinea. Nevertheless, the authors only applied a 
non-adjusted odds ratio to find the significant factors that 
cause diabetes. Therefore, our current study has researched 
a diabetes dataset, and our goal is to identify the significant 
factors that cause diabetes by applying logistic regression 
and find the odds ratio as well as adjusted odds ratio of the 
factors. Additionally, we have calculated the p-value for 
selecting critical features to ameliorate the detection accu-
racy and determine the relationship between the predictor 
and the result class. In our last stage, we have determined 
the importance of factors by using Artificial Neural Network 
(ANN).

3 � Research Methodology

Diabetes is a major metabolic disorder that affects the 
entire body system skeptically [42]. However, medical 
datasets are often larger in dimensions with complex 
redundant features, which increases the possibility of noise 
and dependency among the features and reduces the per-
formance and accuracy. Hence data preprocessing plays 
a significant role in performing machine learning tasks 
with medical datasets [30, 43]. The process of reducing 
the dimensionality would be either feature selection or 
feature extraction. This work aims to demonstrate proper 
features which are significant risk factors for determining 
diabetes diseases.

In this study, we have used a diabetic dataset in Bangla-
desh. The dataset is freely available. After the data collec-
tion, we present our performing model to investigate the 
effect of selected factors on diabetics. The process flow 
of the proposed framework is represented in Fig. 1. We 
have divided our proposed framework into three segments: 
Data Preprocessing, Data Analysis and Outcome. In the 
data preprocessing segment, we remove the null values 
and unevenly distributed factors. In the next segment, we 
analyse our data based on demographical and clinical char-
acteristics. Then, we calculate each factor’s odds ratio and 
adjusted odds ratio using logistic regression. At the final 
stage, we define the significant factors that produce an 
impact on diabetes. Finally, we determine the importance 
of the factors using the ANN.

3.1 � Data Collection and Processing

The diabetes dataset used in this study were collected from 
Bangladesh Demographic and Health Survey (BDHS), 
which is available on The DHS Program website [44]. The 
data was consists of 1564 participants having nominal and 
ordinal factors. In this dataset, two patients have zero cm 
of arm circumference, systolic blood pressure is zero in 
three patients, two patients have zero diastolic blood pres-
sure, and two patients have zero kg of weight. These zero 
values are represented as missing or null values. Thus, we 
have to eliminate the null values in the preprocessing step. 
Thus, our final dataset has 1555 participants’ data. The 
dataset has 132 diabetic patients and 1423 controls. The 
descriptions of the attributes and brief statistical summary 
are shown in Tables 2 and 3, respectively.

From Table 2, we observe that the attributes: age, sys-
tolic blood pressure, diastolic blood pressure, height, 
weight, and arm circumference has numeric values. Thus, 
we do not need to encode these attributes. However, we 
had to encode the other features as they have categorical 
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values like string or boolean values. To find the differ-
ence between diabetic patients and control patients, we 
conducted an independent two-sample t-test for continu-
ous variables and a Pearson Chi-square test for categorical 
variables, illustrated in Table 3. From this table, we can 
see that most of the patients were from Dhaka. However, 
the percentage of rural people were more than the urban. 
We have also categorised the age into five classes based 
on the paper [45]. Our dataset contains the data of the 
people having age limits from 35 to 54 years old. We also 
removed the gender feature as the data percentage of the 
female class is 0.26% only. We also removed the Electric-
ity and Take medicine feature as the data were unevenly 
distributed. Conclusively, our final dataset is consists of 
1555 data, 13 features and one target variable.

3.2 � Model Specification

There are various machine learning based works for iden-
tifying diabetes disease. However in this study, our main 
concern is identifying the risk factors along with diabe-
tes detection. As our dependent variables are binary and 
discrete, we use a logistic regression model. The logistic 
regression model can be specified as follows:

This can also be expressed as:

P(Y = 1|X) = f
(
x1, x2, x3, ....xn

)

=
1

1 + e−(�0+�1X1+...+�nXn)

Fig. 1   Overview of the Pro-
posed Statistical Model

Analysis of
Demographical and

Clinical Characteristics

Remove Null Values

Remove Uneven
Distributed Factor Calculate odds ratio and

adjusted odds ratio using
Logistic Regression

Find p-value

Data Preprocessing Data Analysis

Define significant
factors using p-value

Outcome

Identify relation
between factor and

result class

Determine the
importance of factors

by ANN

Table 2   Description of attributes of the dataset

Attribute Type Description

Age Number Age in years
Gender String Male or female
Area String Rural or Urban
Education String Various type of education stage, e.g. primary, second-

ary, higher or no education
Electricity Boolean (yes/no) Whether the residential area has electricity
Working status Boolean (yes/no) Whether any of them is unemployed
Smoking status Boolean (yes/no) whether any of them is non-smoker
Systolic blood pressure (SBP) Number SBP in numbers
Diastolic blood pressure (DBP) Number DBP in numbers
Height Decimal Height in decimal number
Take medicine Boolean (yes/no) Whether any of them ignore medicine
Weight Decimal Weight in decimal numbers
Wealth index String Three types of wealth condition consists of poorer, 

middle and richest
BMI group String Normal or underweight or overweight
Arm circumference Number Arm circumference in numbers
Class String (diabetic or control) Whether the objective identified as diabetic or normal
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Table 3   Demographic and clinical characteristics of the study population

The continuous variables are expressed as mean±SD and the categorical variables are expressed as n(%)

Factors Overall (n = 1555) Diabetic (n = 132) Control (n = 1423) p-value

Freq Percent (%) Freq Percent (%) Freq Percent (%)

Region 0.490
 Barisal 147 9.5 15 11.4 132 9.3
 Chittagong 207 13.3 17 12.9 190 13.4
 Dhaka 342 22.0 28 21.2 314 22.1
 Khulna 188 12.1 15 11.4 173 12.2
 Rajshahi 253 16.3 21 15.9 232 16.3
 Rangpur 234 15.0 14 10.6 220 15.5
 Sylhet 184 11.8 22 16.7 162 11.4

Residence 0.002
 Rural 992 63.8 68 51.5 924 64.9
 Urban 563 36.2 64 48.5 499 35.1
 Wealth Index < 0.0005
 Poorest 302 19.4 19 14.4 283 19.9
 Poorer 286 18.4 19 14.4 267 18.8
 Middle 273 17.6 10 7.6 263 18.5
 Richer 317 20.4 24 18.2 293 20.6

Richest 377 24.2 60 45.5 317 22.3
Age Group 0.157
 35–39 516 33.2 34 25.8 482 33.9
 40–44 504 32.4 46 34.8 458 32.2
 45–49 535 34.4 52 39.4 483 33.9

Education < 0.0005
 No Education 494 31.8 29 22.0 465 32.7
 Primary 449 28.9 38 28.8 411 28.9
 Secondary 372 23.9 27 20.5 345 24.2
 Higher 240 15.4 38 28.8 202 14.2

Working Status 0.001
 No 15 1.0 5 3.8 10 0.7
 Yes 1540 99.0 127 96.2 1413 99.3

Smoking Status 0.003
 No 1307 84.1 123 93.2 1184 83.2
 Yes 248 15.9 9 6.8 239 16.8

Arm Circumference 26.95±2.65 27.56±2.90 26.90±2.62 0.006
SBP (mm Hg) 114.47±16.00 115.45±17.07 114.38±15.90 0.461
DBP (mm Hg) 76.27±11.78 77.29±12.78 76.18±11.68 0.299
Height (m) 1.63±0.06 1.62±0.07 1.63±0.06 0.706
Weight (Kg) 55.84±10.03 58.95±11.32 55.55±9.86 0.001
BMI Group <0.0005
Underweight 355 22.8 19 14.4 336 23.6
Normal 991 63.7 80 60.6 911 64.0
Overweight 195 12.5 32 24.2 163 11.5
Obese 14 0.9 1 0.8 13 0.9
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where �0 is the intercept, Xi are a set of predictor variables, 
and �i are the regression coefficients associated with the ith 
predictor. In the above, p is the probability of a change in life 
insured status and 1

1−p
 is known as the odds ratio. �i ives an 

estimate of change in the logodds associated with a unit 
change in the predictor variable. The parameters in the 
model are estimated using the method of maximum likeli-
hood estimation (MLE).

4 � Result and Discussion

In the following subsections, we briefly present the vari-
ous outcomes which were identified during the quantitative 
phase of the study. We then determine the effect of selected 
features on the diabetics using logistic regression.

4.1 � Result of Quantitative Analysis

The dataset contains both continuous and categorical data. 
The demographical characteristics of the participants contain 
only categorical data, while the clinical characteristics of the 

Logit(p) = log
1

1 − p

=
(
�0 + �1X1 + ... + �nXn

)

participants are composed of both continuous and categorical 
data. Here, the continuous variables are expressed as mean 
± SD, and the categorical variables are expressed as n(%). 
We calculated the p-value for both continuous variable and 
categorical variable by performing two different tests. In this 
study, we refer to the level of significance as 5% (p < 0.05).

To find the difference between diabetic patients and 
control patients, we illustrated the t-test and Pearson Chi-
Square test result of categorical and continuous values in 
Table 3. From this table, it is notable that the factors Resi-
dence, Wealth Index, Education, Working Status, Smoking 
Status, Arm Circumference, Weight and BMI group has 
a p-value of less than 0.05. This result proves that these 
factors are statistically significant as there are significant 
differences in these factors between the diabetic group and 
the control group. However, we can notice that the fac-
tors Region, Age Group, SBP, DBP and Height are not 
statistically significant as their p-value is more than 0.05. 
This statement indicates no significant differences in these 
factors between the diabetic and control groups. To bet-
ter understand the relationship between factors along this 
dimension, we computed the similarity score between the 
factors. Figure 2 presents the correlation matrix, which 
illustrates the association between the factors. From this 
figure, we can easily interpret the correlated and associated 
factors that assist us in predicting diabetes disease. The 
systolic and diastolic blood pressures and the weight with 

Fig. 2   Correlation between Fac-
tors using Similarity Score
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the BMI group are highly interconnected to each other. 
Moreover, the education with wealth index; and the weight 
with the arm circumference are moderately interconnected. 
However, the smoking status with both education and 
wealth index are inappreciably associated with one another.

Applying logistic regression, we calculated the odds 
ratio, adjusted odds ratio, p-value, and confidence inter-
val for each factor illustrated in Table 4. These values will 
be crucial to identify the key risk factors of having dia-
betes. We choose the low-frequency variables or negative 

Table 4   Effect of selected 
factors on the diabetes using 
logistic regression

Ref stands for reference. Statistically significant results at p<0.05 are in bold

Factors OR p-value 95% CI for OR AOR p-value 95% CI for AOR

[Lower] [Upper] [Lower] [Upper]
Region
 Barisal (ref) 1.000 1.000
 Chittagong 0.787 0.520 0.380 1.632 0.685 0.331 0.320 1.468
 Dhaka 0.785 0.471 0.406 1.517 0.697 0.323 0.341 1.425
 Khulna 0.763 0.480 0.360 1.616 0.621 0.243 0.279 1.383
 Rajshahi 0.797 0.522 0.397 1.598 0.779 0.502 0.376 1.614
 Rangpur 0.560 0.135 0.262 1.197 0.672 0.336 0.299 1.510
 Sylhet 1.195 0.615 0.596 2.395 1.107 0.789 0.526 2.333

Residence
 Rural (ref) 1.000 1.000
 Urban 1.743 0.002 1.218 2.494 0.931 0.762 0.585 1.481

Wealth Index
 Poorest (ref) 1.000 1.000
 Poorer 1.060 0.862 0.549 2.046 1.072 0.840 0.543 2.117
 Middle 0.566 0.155 0.259 1.240 0.526 0.126 0.231 1.197
 Richer 1.220 0.532 0.654 2.276 1.135 0.726 0.559 2.306
 Richest 2.819 <0.0005 1.642 4.839 2.107 0.066 0.953 4.658

Age Group
 35–39 (ref) 1.000 1.000
 40-44 0.655 0.066 0.418 1.028 1.412 0.156 0.876 2.274
 45–49 0.933 0.744 0.615 1.415 1.554 0.065 0.973 2.484

Education
No Education (ref) 1.000 1.000
 Primary 0.332 <0.0005 0.199 0.552 1.225 0.471 0.706 2.127
 Secondary 0.491 0.004 0.304 0.794 0.823 0.552 0.434 1.562
 Higher 0.416 0.001 0.247 0.702 1.392 0.352 0.693 2.793

Working Status
 No (ref) 1.000 1.000
 Yes 0.180 0.002 0.061 0.534 0.133 0.001 0.041 0.430

Smoking Status
 No (ref) 1.000 1.000
 Yes 0.362 0.004 0.182 0.723 0.419 0.017 0.205 0.854

Arm Circumference 1.094 0.006 1.026 1.166 1.015 0.755 0.923 1.117
 SBP (mm Hg) 1.004 0.461 0.993 1.015 0.998 0.797 0.980 1.016
 DBP (mm Hg) 1.008 0.299 0.993 1.023 0.990 0.447 0.965 1.016
 Height (m) 0.531 0.663 0.031 9.156 0.035 0.144 0.000 3.144
 Weight (Kg) 1.031 <0.0005 1.015 1.048 1.021 0.412 0.972 1.072

BMI Group
 Underwei-ght (ref) 1.000 1.000
 Normal 1.553 0.094 0.927 2.601 1.125 0.746 0.551 2.296
 Overweight 3.472 <0.0005 1.910 6.311 1.403 0.598 0.399 4.934
 Obese 1.360 0.772 0.169 10.952 0.410 0.524 0.026 6.349
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classifiers as our reference group. Thus, for example, for 
the first factor, ”Region”, we choose Barisal as our refer-
ence group, and we determine the odds ratio and adjusted 
odds ratio based on this reference group. From the table, it 
is visible that a person from the Sylhet region is 1.1 times 
more likely to be diabetic than the reference region Barisal. 
However, a person from the Khulna region is 0.6 times less 
prone to be diabetic than the reference region Barisal. More-
over, Urban people are 0.9 times less expected to be diabetic 
compared with reference residence group rural. Besides, 
diabetes is more inclined to the richest category and less 
possible among the middle category compared to the refer-
ence category, ”poorest”. It is also seen that the probability 
of having diabetes is increasing with age and also educa-
tion. Also, The odds of having diabetes disease are 0.133 
times lesser for working people than non-working people. 
However, we notice that the odds of having diabetes disease 
is 0.419 times lower for a smoker than for a non-smoker.

For the clinical characteristics, all the predictors are con-
tinuous except the BMI group. A person with normal and 
overweight is more likely to be diabetic, and an obese per-
son is less likely to be diabetic compared with the reference 
group underweight. Since the adjusted odds ratio of arm 
circumference and weight are more than one, we can state 
that an increase in these factors leads to an increased prob-
ability of having diabetes. From Table 4, it can be concluded 
that ”Working Status” and ”Smoking Status” are statisti-
cally significant factors for diabetes disease at a 5% level of 
significance because for both OR and AOR the p-values are 
smaller than 0.05.. The rest of the 11 factors are insignificant 
in diabetes detection as the p-values in AOR were greater 
than 0.05. Finally, in Figure 3 we have shown the importance 
of the factors which are determined by ANN.

4.2 � Discussion

In this research, we have tried to determine the factors that 
cause diabetes. The factors of our dataset are divided accord-
ing to the demographic and clinical characteristics of the 
study population. We can suggest that a person’s working 
and smoking status are more critical in prompting diabe-
tes from the experiments. However, the arm circumference, 
weight and the BMI of a person also confers particular 
importance in this research. Overall, the characteristics 
mentioned above are essential in efficient diabetes detec-
tion though the working and smoking status work as the 
best factor when we measure based on a definite objective.

Among the demographic characteristics, residence, 
wealth index, education, working status and smoking status 
has more importance than the other factors. The other factors 
like region and age group have a p-value of more than 0.05, 
which clearly explains they are nonsignificant in diabetes 
detection. The risk of possessing diabetes is higher in people 
with higher education [46]. Moreover, a study in the UK 
found that people with a lower wealth are prone to diabe-
tes [47]. Thus we can say these factors are associated with 
people’s lifestyle and can influence diabetes. The impact of 
the clinical characteristic is enormous. Arm circumference, 
Weight and BMI are significantly essential for resulting in 
diabetes in a person. The previous study found that BMI has 
a strong association with diabetes and obese individuals are 
more likely to have diabetes [48]. However, the blood pres-
sure and height has a p-value greater than .05. Thus, these 
factors have no significant difference between the diabetic 
and control group.

This research has several advantages over previous 
researches. We have developed a statistical model to identify 

Fig. 3   Importance of factors 
calculated by Artificial Neural 
Network (ANN)
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the factors causing diabetes efficiently at the early stage of 
the disease. Our paper’s main objective was to analyse the 
diabetes dataset from quantitative points of view. For this 
reason, our proposed statistical framework will be signifi-
cant towards the statistics of the diabetes analysis. Moreo-
ver, we have found several key factors that directly lead to 
diabetes. More wealthy people and working people are more 
likely to have diabetes. Another interesting finding from our 
research is that people who smoke are less likely to have 
diabetes which contradicts the previous studies [49]. Con-
sequently, our findings illustrate that different characteristics 
and factors are related to a different frequency of diabetes. 
Furthermore, our work is not confined to determining the 
association of the predictors with the diabetes class; we also 
discover the correlation among the factors by calculating 
the similarity score. In future, we have to choose the factors 
carefully while prognosticating diabetes.

This work has few shortcomings too. The dataset does 
not provide any additional information about the family or 
ancestor of the diabetic person. This additional information 
might be a critical factor in diabetes prediction. Moreover, 
we have to ignore the gender feature as the gender data is 
unevenly distributed. According to the studies, men have 
higher incidences of diabetes than women [50]. Thus, gender 
could be another key feature that we ignored in our study due 
to the uneven distribution. Furthermore, we have particularly 
used regression analysis to detect diabetes and prove our 
hypotheses. This methodological limitation might be solved 
if we could have applied the classification-based analysis.

To conclude, we should analyse both demographic and 
clinical characteristics in explaining the estimation of dia-
betes. The clinical characteristics are the most significant 
predictors in describing the emergence of diabetes. Moreo-
ver, demographic characteristics are likewise necessary for 
predicting diabetes. Smoking status, working status, weight 
and BMI plays a vital role in determining the disease accu-
rately. Thus, non-smoker, non-working, and obese people 
hold a high probability of having diabetes.

5 � Conclusion

Diabetes is a familiar disease as 80% of the people of the 
world is suffered from it as reported by the International 
Diabetes Fedaration, Belgium. It is essential to discover the 
causes behind diabetes and understand the pattern of the dis-
ease. In this paper, we studied the demographical and clini-
cal characteristics of 1555 participants from Bangladesh and 
found the significant factors that cause diabetes. Using logis-
tic regression, we computed the odds ratio and the adjusted 
odds ratio, and found the relation between the factors and 
the outcome. We found that notable significant characteris-
tics (smoking status and working status) demonstrated the 

diabetes class as the p-value for both these factors were less 
than 0.05 in the OR and AOR calculation. Moreover, the 
odds ratio for smoking class was 0.419 times lower and the 
working class was 0.133 times lower than the non-smok-
ing and non working class respectively. Finally, this study 
presents the diabetes pattern and will be able to assist the 
healthcare professionals in prompt decision-making.
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