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ABSTRACT This paper proposes a multi-criteria decision making method called the neutrosophic data
analytic hierarchy process (NDAHP) for the single-valued neutrosophic set (SVNS). This method is an
extension of the neutrosophic analytic hierarchy process (NAHP) designed to handle actual datasets which
consist of crisp values. The proposed NDAHP method uses an objective weighting mechanism whereas all
other existing versions of the AHP, fuzzy AHP, and other fuzzy based AHP method in literature such as
the NAHP and picture fuzzy AHP uses a subjective weighting mechanism to arrive at the decision. This
makes the proposed NDAHP method effective as the weightage of the criteria which forms the input of
the evaluation matrix are determined in an objective manner using actual data collected for the problem,
and hence will not change according to the opinions of different decision makers which are subjective. The
proposed NDAHP method is applied to a multi-criteria decision making problem related to the ranking of
the financial performance of five public listed petrochemical companies trading in the main board of the
Kuala Lumpur Stock Exchange (KLSE). Actual dataset of 15 financial indices for the five petrochemical
companies for 2017 obtained fromYahoo! Finance was used in this paper. Following this, a brief comparative
study is conducted to evaluate the performance of our NDAHP algorithm against the results of other existing
SVNS-based decision making methods in the literature. The results are compared against actual results
obtained from KLSE. To further verify the rankings obtained through each method, the Spearman and
Pearson ranking tests are carried out on each of the decision makingmethods that are studied. It is proved that
NDAHP produces the most accurate results, and this was further verified from the results of the Spearman
and Pearson ranking tests.

INDEX TERMS Single-valued neutrosophic set, analytic hierarchy process (AHP), multi-criteria decision
making, neutrosophic AHP, neutrosophic decision making.

I. INTRODUCTION
Fuzzy set theory [1] is an extension of classical set theory
which was developed as a tool to deal with the uncertainty
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and vagueness that exists in most of the situations that we
encounter on a daily basis. Fuzzy sets are characterized
by a single membership value which indicates the degree
of belongingness of the elements to a set. The fuzzy set
model provided solutions when solving problems where the
information is imprecise due to the non-sharply determined
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criteria of the membership classes. Developments made in
the application of fuzzy set theory led to a greater demand
for advanced studies in this area. This and the deficiencies
in fuzzy set theory led to the development of many similar
models with the most commonly used ones being the intu-
itionistic fuzzy set [2], interval-valued fuzzy set [3], interval-
valued intuitionistic fuzzy set [4], vague set [5], neutrosophic
set [6], hesitant fuzzy set [7] and picture fuzzy set [8].

The inability of fuzzy sets and intuitionistic fuzzy
sets (IFSs) in dealing with the inconsistency and indeter-
minacy components of any information, both of which are
inevitably present in most real world situations was one of
the factors that led to the introduction of the neutrosophic
set in 1995. The neutrosophic set (NS) is an extension of
the IFS model, and was introduced to solve problems with
inconsistent, incomplete and indeterminate information. The
NS model has a triple membership structure that consists of
a truth, indeterminacy and falsity membership function, each
of which expresses the degree of belongingness, degree of
indeterminacy and degree of non-belongingness of an object
to a set, respectively. Another significant difference between
the NS and other fuzzy based models is the independent
nature of the three membership functions in the NS model.
Although the initial NS model was developed to take on
values in the non-standard subinterval of ]0, 1+[ which was
fine in the study of philosophy, it was found to be unsuitable
to be used in solving real-life problems related to engineering
and science. This shortcoming of the NS model led to the
inception of the single-valued neutrosophic set (SVNS) by
Wang et al. [9] which is a special case of the NS with
membership values in the standard unit interval of [0, 1]. This
makes the SVNS model more suitable and convenient to be
used in problem solving as it is more compatible with the
structure of fuzzy sets and other fuzzy-based models whose
membership functions are also defined in the interval of [0, 1]
(see [51]–[63] for details). This paper is concerned with
developing a decision making method for the SVNS model
based on the analytic hierarchy process (AHP).

The analytic hierarchy process (AHP) was first intro-
duced by Saaty [10] as a mathematical tool that is used to
make a decision from several alternatives, by taking their
criteria into consideration. After the evaluation process is
done using AHP, decision makers can then obtain the results
which ranks the alternatives from the most desirable to the
least desirable. Nowadays, AHP had been widely accepted
as an effective tool to handle multi-criteria decision mak-
ing (MCDM) problems. The AHP method is a relatively
simple and practical tool to be used as it does not involve
advanced mathematical theory, but rather converts the think-
ing process of the decision maker into quantitative and qual-
itative data, and subsequently analyses the multi-criteria data
by using simple mathematical tools. Also, the pair-wise com-
parison between different criteria and construction of amatrix
does not require advanced mathematical knowledge [11].
AHP also requires lesser quantitative data compared to other
MCDMmethods as it is more focused on the criteria involved

in the evaluation process, and the evaluation of the importance
of these criteria by the decision makers. However, this lack
of numerical data also poses a problem as the entire deci-
sion making process is dependent on the subjective opinions
of the decision makers which can be inconsistent and may
vary from one decision maker to another depending on their
prior experiences and personal opinions. As such, the results
obtained for a problem using the opinions of a set of decision
makers may not be convincing for other decision makers.
Although, we can compute the consistency ratio and use this
to determine the consistency of the opinions (i.e. weightage
of the criteria) given by the decision makers, it is still not
reliable enough and actually lengthens the decision making
process. This is because we need to continuously modify the
opinions given by the decision makers until a consistency
index of zero or at least a sufficiently small value close to
zero is reached. This may also increase the chances of getting
erroneous results and lead to the decision makers making a
wrong decision. These disadvantages of the traditional AHP
methods can be overcome by modifying the algorithm of the
AHP to use actual datasets as the input for the AHP method
instead of using the subjective opinions of the decision mak-
ers as the input for the AHP method. This is the feature of
our proposed AHP method based on SVNSs which will be
expounded in the subsequent sections.

Another major disadvantage of the AHP method is its
inability to handle the subjectivity and vagueness of human
judgment or behavior [12]. The fuzzy set model and other
fuzzy based models on the other hand, have the advantage of
being able to capture the fuzziness of the criteria and other
decision parameters in an efficient manner. This led to the
introduction of the fuzzy analytic hierarchy process (FAHP)
method by Van Laarhoven and Pedrycz [13]. A lot of studies
had been done to examine the reliability and credibility of
the FAHP. Some of the recent studies in this area are due to
Nguyen et al. [14] who used FAHP to determine the ranking
of the importance of parameters in a transportation project.
Ruiz-Padillo et al. [15] applied FAHP to study the factors
that contributed to traffic noise problem in a region, whereas
Calabrese et al. [16] applied FAHP in the selection of criteria
that affects the performance of a company.

Xu and Liao [17] proposed the intuitionistic fuzzy analytic
hierarchy process (IFAHP) by combining the AHP method
and the IFS model to improve the capability of FAHPwithout
affecting its originality and inherent characteristics. Many
researchers have acknowledged the advantages of IFAHP
and have applied it in various problems in different areas.
Abdullah, Jaafar and Taib [18], [19] studied the ranking of
HumanCapital Indicators using IFAHP, and evaluated the cri-
teria involved in sustainable energy technology in Malaysia,
respectively. Kaur [20] applied IFAHP to evaluate and select
the best vendor for a company, while Nguyen [21] employed
the IFAHPmethod to estimate and subsequently eliminate the
potential risks faced by a shipping system.

Apart from the above, other fuzzy based AHP meth-
ods have been introduced in literature. These include the

53688 VOLUME 7, 2019



D. Jun Yi Tey et al.: Novel NDAHP for MCDM Method: Case Study in KLSE

interval-valued fuzzy analytic hierarchy process (IVFAHP)
by Mirzaei et al. [22] and the interval-valued intu-
itionistic fuzzy analytic hierarchy process (IVIFAHP) by
Abdullah and Najib [23]. Mirzaei et al. [22] applied his
proposed IVFAHP to select the best cargo terminals for a
logistics problem, whereas Fahmi et al. [24] applied the
IVIFAHP to a human resource management problem to
select the best candidate for university position. The rapid
development in neutrosophic theory led to the introduction
of the neutrosophic analytic hierarchy process (NAHP) by
Radwan et al. [25] who then applied this method to the
selection of the most suitable learning management system
for an educational institution.

The remainder of this paper is organized as follows.
In Section 2, we recapitulate some of the fundamental con-
cepts related to SVNSs and the NAHP method. In Section 3,
we introduce the proposed neutrosophic data analytic
hierarchy process (NDAHP) based on the SVNS model.
In Section 4, the proposed decision-making method is then
applied to a problem related to the evaluation of the perfor-
mance of a company based on 15 financial parameters. Actual
data for the five companies that were studied were obtained
from Yahoo! Finance for the year 2017. In Section 5, a com-
prehensive comparative analysis of the results obtained via
our proposed method and other recent SVNS based decision
making methods are presented. We further verify the results
obtained via our proposed NDAHP method using the Pear-
son and Spearman rank tests. It is proved that our proposed
NDAHPmethod is more effective and produces more reliable
results compared to the other SVNS based decision making
method. Concluding remarks are given in Section 6, followed
by the acknowledgements and list of references.

II. PRELIMINARIES
In this section, we recapitulate some important concepts per-
taining to the theory of SVNSs, and some of the recent devel-
opments related to SVNS based decision making. We refer
the readers to [6]–[9] for further details pertaining to the NS
and SVNS theory, respectively.

The single-valued neutrosophic set (SVNS) model [9] is
a special case of the general neutrosophic set where the
range of each of the three membership functions are in the
standard unit of interval of [0, 1], instead of the non-standard
interval of ]−0, 1+[. The SVNS model is one of the most
commonly used versions of the NS model, and a lot of
research related to SVNS based decisionmaking can be found
in literature [26]–[44].

The formal definition of the classical NS introduced by
Smarandache [6] is given below.

Let U be a universe of discourse, with a class of elements
in U denoted by x.
Definition 1 [6]: A neutrosophic set A is an object having

the form A = {〈x,TA(x), IA(x),FA(x)〉 : x ∈ U} , where the
functions T , I ,F : U →− 0, 1+ denote the truth, indetermi-
nacy, and falsity membership functions, respectively, of the

element x ∈ U with respect to A. The membership functions
must satisfy the condition

−0 ≤ TA (x)+ IA (x)+ FA (x) ≤ 3+.

Definition 2 [6]: A neutrosophic set A is contained
in another neutrosophic set B, if TA (x) ≤ TB (x) ,
IA (x) ≥ IB (x) , and FA (x) ≥ FB (x) , for all x ∈ U . This
relationship is denoted as A ⊆ B.
The SVNS [9] is a specific form of the NS with values

of the membership functions defined in the standard interval
of [0, 1]. The formal definition of the SVNS is presented
below, and this is followed by the definitions of some of the
important concepts and set theoretic operations of the SVNS.
Definition 3 [9]: A SVNS A is a neutrosophic set that

is characterized by a truth-membership function TA (x) ,
an indeterminacy-membership function IA (x) , and a falsity-
membership function FA (x) , where TA (x) , IA (x) ,FA (x) ∈
[0, 1] .FA(x) ∈ This set A can thus be written as

A = {(x,T_A(x), I_A(x),F_A(x)) : x ∈ U}. (1)

The sum of TA (x) , IA(x) and FA(x) must fulfill the condition
0 ≤ TA (x) + IA (x) + FA (x) ≤ 3. For a SVNS A in U ,
the triplet (TA (x) , IA (x) ,FA (x)) is called a single-valued
neutrosophic number (SVNN). For the sake of convenience,
we simply let x = (Tx , Ix ,Fx) to represent a SVNN as an
element in the SVNS A.
Definition 4 [9]: Let A and B be two SVNSs over a

universe U .
1) A is contained in B, if TA (x)≤TB (x) , IA (x)≥ IB (x) ,

and FA (x) ≥ FB (x) , for all x ∈ U . This relationship
is denoted as A ⊆ B.

2) A and B are said to be equal if A ⊆ B and B ⊆ A.
3) Ac = (x, (FA (x) , 1− IA (x) ,TA (x))) , for all x ∈ U .
4) A∪B=(x, (max (TA,TB) ,min (IA, IB) ,min (FA,FB))) ,

for all x ∈ U .
5) A∩B=(x, (min (TA,TB) ,max (IA, IB) ,max (FA,FB))) ,

for all x ∈ U .
Definition 5 [9]: Let x = (Tx , Ix ,Fx) and y =

(
Ty, Iy,Fy

)
be two SVNNs. The operations for SVNNs can be defined as
follows:
1) x

⊕
y =

(
Tx + Ty − Tx ∗ Ty, Ix ∗ Iy,Fx ∗ Fy

)
2) x

⊕
y=

(
Tx ∗ Ty, Ix + Iy − Ix ∗ Iy,Fx + Fy − Fx ∗ Fy

)
3) λx =

(
1− (1− Tx)λ , (Ix)λ , (Fx)λ

)
, where λ > 0

4) xλ =
(
(Tx)λ , 1− (1− Ix)λ , 1− (1− Fx)λ

)
, where

λ > 0.
Definition 6 [45]: Let A and B be two SVNSs over a finite

universe U = {x1, x2, . . . , xn} . Then the various distance
measures between A and B are defined as follows:
(i) The Hamming distance betweenA andB are defined as:

dH (A,B)=
n∑
i=1

{|TA (xi)− TB (xi)| + |IA (xi)− IB (xi)|

+ |FA (xi)− FB (xi)|} (2)
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dE (A,B) =

√√√√ n∑
i=1

{
(TA (xi)− TB (xi))2 + (IA (xi)− IB (xi))2 + (FA (xi)− FB (xi))2

}
(4)

dNE (A,B) =

√√√√ 1
3n

n∑
i=1

{
(TA (xi)− TB (xi))2 + (IA (xi)− IB (xi))2 + (FA (xi)− FB (xi))2

}
(5)

(ii) The normalized Hamming distance between A and B
are defined as:

dNH (A,B)

=
1
3n

n∑
i=1

{|TA (xi)− TB (xi)| + |IA (xi)− IB (xi)|

+ |FA (xi)− FB (xi)|} (3)

(iii) The Euclidean distance between A and B are defined
in (4), as shown at the top of this page.

(iv) The normalized Euclidean distance between A and B
are defined in (5), as shown at the top of this page.

III. THE PROPOSED NDAHP METHOD BASED ON SVNS
In this section, we present the decision making algorithm
for our proposed neutrosophic data analytic hierarchy pro-
cess (NDAHP). The important components of our proposed
NDAHPmethod such as the formula for the pairwise compar-
ison step and the formula to convert the crisp data to SVNN
are also presented and explained.
Neutrosophic Data Analytic Hierarchy Process (NDAHP):

Previous research related to NAHP (Radwan et al. [25],
Abdel-Basset et al. [46], and Alava et al. [47]) highlighted the
practicality of NAHP by applying it to solve various MCDM
problems. However, all of these researches only consider
experts’ opinions which can be very subjective and the impor-
tance of a criterion evaluated by an expert may be subverted
by actual data. Besides, the experts’ may not have consensus
with each other, as one expert may not necessarily agree with
the importance of a criteria as determined by another expert.

To overcome this problem, we propose a new AHPmethod
based on the SVNS model called the neutrosophic data
analytic hierarchy process (NDAHP). The main difference
between our NDAHP method and the NAHP method is that
the NDAHP uses actual data to obtain the weightage of the
criteria, instead of relying on experts’ opinion to obtain the
weightage of the criteria. Hence, the results obtained through
the NDAHP model will be more accurate as the weightage
and importance of each criteria and alternative is determined
objectively by using actual datasets. Therefore, our proposed
method produces input and output values that better reflect
the actual situation as per the law of input argument.

The decision making method for the NDAHP method and
the procedure to apply in MCDM problems is described as
follows:

Step 1 (Construct Hierarchical Model): The framework of
the application needs to be constructed in order to give the
decision maker a clearer idea about the application. First, the
objective need to be determined because that is important for
the decision maker to determine the criteria and alternatives
of the problem. Next, the decision maker needs to select
the criteria and alternatives that are related to the objective.
Involvement of unrelated criteria and alternatives will result
in inaccurate results being obtained.
Step 2 (Obtain Actual Datasets for the Problem From

Reliable Source(s)): The necessary data need to be exported
from reliable and verified source(s). Any datasets sourced
from unverified sources may contain wrong information and
this will affect the accuracy of the results obtained.
Step 3 (Convert Crisp Data Into Single-Valued Neutro-

sophic Numbers (SVNN)): The crisp data needs to be con-
verted into single-valued neutrosophic number (SVNN) using
Eq. (6) and (7) that was introduced by Nirmal and Bhatt [48].
Beneficial criteria:

Rij =
Xij −MinX ij

MaxX ij −MinX ij
(6)

Non-beneficial criteria:

Rij =
MaxX ij − Xij

MaxX ij −MinX ij
(7)

Beneficial criteria refers to criteria which are preferable when
the value is higher, for example, revenue and quality. Non-
beneficial criteria refer to criteria which are preferable when
the value is lower, for example cost and debt.

After obtaining the value of Rij, the corresponding SVNNs
are then computed using Eq. (8) and (9) which are also due
to Nirmal and Bhatt [48].
Beneficial criteria:(

tp, ip, fp
)
=
(
Rij, 1− Rij, 1− Rij

)
(8)

Non-beneficial criteria:(
tp, ip, fp

)
=
(
1− Rij,Rij,Rij

)
(9)

Step 4 (Pairwise Comparison): In this step, the SVNN
of each criterion need to be compared to the other criteria
to determine their relative importance. Here we introduce a
formula to calculate the comparison values in the pairwise
comparison matrix. Eq. (10) is proposed as no other formula
are available in the existing literature for the purpose of
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FIGURE 1. An example of a NDAHP structure.

TABLE 1. Comparison matrix.

calculating the comparison values in the comparison matrix
using actual data.

aij =
θi − θj + 1

2
(10)

where θi, θj and aij denotes the SVNN of the criteria i,
SVNN of the criteria j and the SVNN in the comparison
matrix, respectively.

The comparison values obtained are to be placed in a
comparison matrix in the form given in Table 1.
Step 5 (Consistency Checking): The purpose of this step

is to check the consistency of the matrix and determine the
acceptability of the matrix.

Given a SVNS A =
(
aij
)
n×n, where each aij represents

a neutrosophic number (Tij, Iij,Fij) and a consistency matrix
C =

(
cij
)
n×n =

(
T ′ij, I ′ij,F ′ij

)
n×n . The procedure to deter-

mine the consistency is as outlined below.
(i) For j > i+ 1, where k = i+ 1.
(i) For j = i+ 1, cij =

(
Tij, Iij,Fij

)
, where k = i+ 1.

(ii) For j < i, cij =
(
F ′ji, 1− I ′ji,T ′ji

)
, where k = i+ 1.

By applying the above formula, the consistency index (CI) of
the data will be obtained in the form of a matrix. The decision

maker will then need to apply Eq. (11) to obtain the consis-
tency ratio (CR):

CR =
1

2 (n− 1) (n− 2)

×

n∑
i=1

n∑
j=1

(∣∣T ′ij − Tij∣∣+ ∣∣I ′ij−Iij∣∣ ∣∣F ′ij − Fij∣∣) (11)

The matrix is said to be acceptable and can be further pro-
cessed if the value of the CR is less than 0.1, otherwise, the
data is considered inconsistent and requires reconstruction.
Remarks : This consistency checking step is done to exam-

ine the validity of the alternatives’ preference when the com-
parison matrix is constructed. The consistency ratio tends
to be large when the relative importance is determined by
the subjective opinions of human experts and, as a result
the comparison matrix tends to become inconsistent. As our
proposed NDAHP method uses actual datasets to obtain the
weightage and pairwise comparison values which is very
objective, this consistency checking step is not necessary to
be carried out.
Step 6 (Compute Relative Weightage): After the consis-

tency is checked, and found to be acceptable, the weightage
of criteria is calculated. Since the weightage of the criteria
are in the form SVNNs, some of the properties and concepts
pertaining to SVNS given in Eqs. (12) to (16) need to be used.
These formula are due to Radwan et al. [25]; here A1,A2
denote SVNSs, and N denotes the number of alternatives or
criteria.

(i) A1 + A2 = (t1 + t2 − t1t2, i1i2, f1f2) (12)

(ii) A1 × A2 = (t1t2, i1 + i2 − i1i2, f1 + f2 − f1f2) (13)

(iii)
A1
A2
=

(
t1
t2
,
i1 − i2
1− i2

,
f1 − f2
1− f2

)
(14)

(iv) A1 × N =
(
1− (1− t1)N , iN1 , f

N
1

)
(15)

(v)
A1
N
=

(
1− (1− t1)

1
N , i

1
N
1 , f

1
N
1

)
(16)

These operations are going to be used in the computation
of weightage for the criteria. A pairwise comparison matrix is
constructed, and each of the element in the matrix is a SVNN.
The procedure to obtain the weightage is as described below.

First, sum up the SVNN in the column using Eq. (12). The
result of the summation of the SVNNs forms a new matrix of

T ′ij =
j−i−1
√
Tik × Tkj × Ti(j−1) × T(j−1)j

j−i−1
√
Tik × Tkj × Ti(j−1) × T(j−1)j + j−i−1

√
(1− Tik)×

(
1− Tkj

)
×
(
1− Ti(j−1)

)
×
(
1− T(j−1)j

)
I ′ij =

j−i−1
√
Iik × Ikj × Ii(j−1) × I(j−1)j

j−i−1
√
Iik × Ikj × Ii(j−1) × I(j−1)j + j−i−1

√
(1− Iik)×

(
1− Ikj

)
×
(
1− Ii(j−1)

)
×
(
1− I(j−1)j

)
F ′ij =

j−i−1
√
Fik × Fkj × Fi(j−1) × F(j−1)j

j−i−1
√
Fik × Fkj × Fi(j−1) × F(j−1)j + j−i−1

√
(1− Fik)×

(
1− Fkj

)
×
(
1− Fi(j−1)

)
×
(
1− F(j−1)j

) ,
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TABLE 2. Procedure to obtain the overall weightage.

dimension (1× n). Next, divide every element in the matrix
by the corresponding element in matrixB using Eq. (15). As a
result, a matrix A′ of dimension (n× n) is formed. Lastly,
the weightage is obtained by calculating the average value of
the SVNNs that represent the different criteria row by row
using Eq. (12) and Eq. (16).
Step 7 (Obtain Overall Ranking): In this step, the decision

maker needs to repeat step 3 to step 6 described above to cal-
culate the weightage of the sub-criteria and alternatives. After
the weightage of the criteria, sub-criteria and alternatives
have been obtained, the overall weightage can be calculated.
The concept of the method to obtain the overall weightage is
the same as the method used to calculate the overall weigh-
tage in the AHP method. The procedure to obtain the overall
weightage are shown in Table 2.

From Table 2, the notation θi denotes the weightage of
criteria i while WXi denotes the weightage of alternative X
with respect to criteria i. Note that the overall weightage
obtained is in SVNN form. Eq. (17) is then used to convert
the SVNNs to crisp values.

S
(
Aj
)
=

3+ tj − 2ij − fj
4

(17)

where tj, ij and fj denotes the truth, indeterminacy and falsity
membership value for alternative Aj.
Step 8 (Determine Overall Ranking): At the end of

step 7, a weightage is obtained for every alternative. At this
final step, the decision maker has to arrange the weigh-
tage obtained for each alternative in descending order, and
subsequently make a decision.

IV. APPLICATION OF THE NDAHP
METHOD IN A MCDM PROBLEM
In this section, the utility and practicality of our proposed
NDAHP method are demonstrated by applying the NDAHP
method to a MCDM problem related to the ranking of

the financial performance of five selected petrochemical
companies in Malaysia.

A. RANKING THE FINANCIAL PERFOMANCE OF
PETROCHEMICAL COMPANIES IN MALAYSIA
The performance of a company is measured using the finan-
cial indicators of the company, and this is an important
factor that contributes to investor confidence and the perfor-
mance of the company in the stock market. Here, we con-
sider five public listed petrochemical companies that are
trading in the main board of the Kuala Lumpur Stock
Exchange (KLSE). The companies are Hengyuan Refining
Company Berhad (HENGYUAN), Petron Malaysia Refin-
ing and Marketing Berhad (PETRONM), Barakah Offshore
Petroleum Berhad (BARAKAH), Sapura Energy Berhad
(SAPURA) and Perdana Petroleum Berhad (PERDANA),
and these companies form the set of alternatives for this
problem. The objective of the study is to rank the five com-
panies based on their financial performance in the year 2017.
To examine this, 15 financial ratios and financial indica-
tors for the five companies are considered. These are the
sales growth, asset growth, shareholder’s equity growth,
accounts receivable turnover, fixed assets turnover, equity
turnover, total asset turnover, debt ratio, debt to equity ratio,
ROA, ROE, net profit margin, current ratio, quick ratio and
cash ratio, and these form the set of criteria for this problem.
Actual datasets for the financial ratios for the financial year
2017 for these five companies were used in this study. These
datasets were obtained from the official annual reports of the
respective companies that were obtained from the Securities
Commission of Malaysia and/or the official websites of the
companies.

The above-mentioned datasets were applied to our pro-
posed NDAHP method and the results obtained are as given
in Table 3.

TABLE 3. Results obtained from our proposed NDAHP method.

B. DISCUSSION OF RESULTS
The consistency of the comparison between alternatives and
criteria was examined and the average consistency ratio is
1.88494× 10−16 which means that the comparison matrices
will not be affected by the consistency and can be further
processed.

Financial ratio is a useful tool for investors and ana-
lysts to evaluate the financial performance of a company.
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In this study, we propose the use of the NDAHP method
to evaluate the financial performance of five petrochemical
companies in the year 2017 by taking into consideration 15
financial ratios namely sales growth, asset growth, share-
holder’s equity growth, accounts receivable turnover, fixed
asset turnover, equity turnover, total assets turnover, debt
ratio, debt to equity ratio, ROA, ROE, net profit margin,
current ratio, quick ratio and cash ratio.

The results obtained corroborates the actual results
obtained from the Edge financial newspaper. In the follow-
ing, we provide explanations to support our results. It was
found that HENGYUAN has the best financial performance
among the five petrochemical companies with a weightage
of 0.223344084. HENGYUAN performed well in the growth
ratios, liquidity ratios and profitability ratios components in
the petrochemical sector. The net profit of HENGYUAN in
the financial year 2017 is RM930 million, which is a triple
of the RM335 million net profit recorded in the previous
financial year. This was mainly contributed by the 38.47%
growth in revenue of the company from RM8.37 billion
in 2016 to RM11.58 billion in 2017. HENGYUAN also
recorded a higher production output thanks to the higher level
of plant reliability in 2017. Several major hurricane and fire
incidents that happened in the US had caused a number of
major refineries in the US and Netherlands to shut down,
and this had eventually caused an increase in global product
prices. This higher profit margins for the refining was fully
capitalized by HENGYUAN.

PETRONM recorded the second best financial perfor-
mance among the five selected petrochemical companieswith
a weightage of 0.218360145. PETRONM is good in manag-
ing the financial leverage ratio in which the debt to equity
ratio was constantly maintained at below one. A low debt to
equity ratio indicates that the assets in PETRONM was fund
by their equities instead of debt. The increase in oil prices and
sales volume had contributed a RM405.2 million net profit in
the financial year 2017. The sales volume increased by 9%
from 2016 to 2017which was contributed by the high demand
of aviation and industrial sector sales of their Turbo Diesel
Euro 5 and Blaze 100 Euro 4M products.

BARAKAH had a net loss of RM217 million in finan-
cial year 2017 compared with a RM14.53 million net profit
made in financial year 2016. The revenue was decreased
a lot in the fourth quarter of financial year 2017 due to
the cost overruns in their on-going projects. Besides these,
BARAKAH also had a major financial concern as their
loan of RM38.53 million taken in 2017 had to be settled
within 12 months, and overall there was a RM71.83 million
negative cash flow recorded. All in all, BARAKAH had a
negative growth ratio and profitability ratio for 2017, and the
company was incurring losses.

SAPURA suffered from financial problems which were
mainly due to material uncertainties which meant that the
company was not confident enough to maintain its solvency.
The current liabilities exceeded the current assets for the

financial period ending June 30, 2017, and some major
impairment needed to be made on their plants and equipment.

PERDANA was re-listed on the main board of the KLSE
since the middle of August 2017. Their goal was to improve
offshore support vessel (OSV) utilization rate in 2017, which
was affected by decreasing oil prices in 2016, thus resulting
in a low vessel utilization rate. This issue negatively impacted
the financial performance of PERDANA, ad resulted in
PERDANA having a negative growth ratio and profitability
ratio. To improve on this situation and cut down on their
recurring losses, PERDANA began having joint ventures
with some major players in the petrochemical sector such as
Petronas and Shell.

V. COMPARATIVE STUDIES
In this section, we present a brief but comprehensive com-
parative analysis of some of the recent works in this area
and our proposed method. These recent approaches are
applied to our case study related to the evaluation of finan-
cial performance of the five petrochemical companies done
in Section 4.1. The existing methods that were chosen for
this comparative studies are the neutrosophic Technique
for Order Preference by Similarity to an Ideal Solution
(NTOPSIS) by Biswas et al. [43], neutrosophic correlation
coefficient (NCC) by Ye [26], neutrosophic cross-entropy
(NCE) by Pramanik et al. [49], neutrosophic Evaluation
based on Distance from Average Solution (NEDAS) by Peng
and Liu [31] and the improved single valued neutrosophic
weighted averaging geometric aggregation operator (ISVN-
WAGAO) by Mandal and Basu [50]. These five methods will
be applied to our case study and the results obtained will be
compared to the results obtained from our proposed NDAHP
method in a bid to verify the effectiveness of our proposed
MCDM method.

A. COMPARISON OF RESULTS OBTAINED
THROUGH DIFFERENT METHODS
See Table 4.

B. DISCUSSION OF RESULTS
From the results obtained in Table 4, it can be observed
that different rankings and optimal alternatives were obtained
from the different methods that were compared. These differ-
ences are due to a number of reasons which are summarized
briefly below:
(i) In the NDAHP method, we use the hierarchical princi-

pal in which we compare the pairwise values between
the criteria and between the alternatives. The crite-
ria weights are needed to be determined to rank the
alternatives. However, we use the distance principal
for NEDAS method in which the distance is between
the alternatives and the average solution. This is the
reason for the difference in the results obtained via the
NDAHP and NEDAS methods.

(ii) The NDAHP method provides the weightage of differ-
ent criteria under different alternatives. For example,
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TABLE 4. The results obtained using different methods for the case study
in Section 4.1.

in our case study related to the ranking of the finan-
cial performance of five selected petrochemical com-
panies, the NDAHP method provides the weightage of
the different criteria for the companies HENGYUAN,
PETRONM, BARAKAH, SAPURA and PERDANA.
Decision makers can observe the comparative advan-
tage of a company through the differences in the
weightage of the different criteria. For examples,
the weightage of sales growth under HENGYUAN is
0.20507543 which is much higher than the other com-
panies, which makes it clear to the decision makers that
HENGYUAN has the highest sales growth among the
five petrochemical companies that are studied.

C. FURTHER VERIFICATION OF RESULTS USING
SPEARMAN’S RANK AND PEARSON
COEFFICIENT CORRELATION
Correlation is an analysis that examine the strength of the
relationship between two variables. A rank test can help
users to examine how strong are the relationship between
two variables. The result obtained from the rank test is range
from between −1 to 1. A value of −1 indicates that the two
variables are negatively correlated, i.e. for every increase in
the first variable, there will a certain amount of decrease
in the second variable. A value of 1 indicates that the two
variables are positively correlated, i.e. for every increase in
the first variable, there will be a certain amount of increase in
the second variable. When the result obtained is 0, it means
that there is no relationship between the two variables.

Here, the correlation between the results obtained from
the decision making methods used in Table 4 and the actual
ranking will be examined to determine how strong is the
relationship between the result obtained by decision making
method and the actual ranking. The rank test used here will
be the Spearman’s rank correlation coefficient and Pearson
correlation coefficient. The result of Spearman’s rank corre-
lation coefficient is determined by using the ranking while

the Pearson correlation coefficient is determined by using
weightage or the value used to determine the ranking. The
formula used to determine the correlation between the two
variables are as given below:

i) Spearman’s rank correlation coefficient

Correlation = 1−
6
∑n

i=1 d
2
i

n
(
n2 − 1

) (18)

ii) Pearson correlation coefficient

Correlation

=
n
∑n

i=1 xiyi −
∑n

i=1 xi
∑n

i=1 yi√
n
∑n

i=1 x
2
i −

(∑n
i=1 xi

)2√n n∑
i=1

y2i −
(∑n

i=1 yi
)2

(19)

The results obtained from the rank test are presented
in Table 5.

TABLE 5. Correlation between the results of the ranking of financial
performance.

From the results obtained from Spearman’s rank corre-
lation coefficient, it can be clearly seen that our proposed
NDAHP method is perfectly correlated with the actual rank-
ing while the NCC, NCE and ISVNWAGAO are slightly less
correlated to the actual ranking compared to the NDAHP
method, whereas the NTOPSIS and NEDAS methods have
the worst correlation with the actual ranking.

From the results obtained from Pearson coefficient corre-
lation, the results obtained from decision making methods of
NDAHP, NCC, ISVNWAGAO and NTOPSIS are strongly
correlated with the actual ranking. However, the results
obtained from the NEDASmethod has a very low consistency
with the actual ranking, whereas the results obtained from the
NCE method is negatively correlated with the actual ranking
with a Pearson correlation coefficient of −0.88332.
It is therefore clearly proven that our proposed NDAHP

method is the approach that produces results that are most
consistent with the actual ranking.
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VI. CONCLUSION AND REMARKS
The concluding remarks and the significant contributions
that were made by the work in this paper are summarized
below:
(i) A novel AHP method for the single-valued neutro-

sophic set (SVNS) model called the neutrosophic data
analytic hierarchy process (NDAHP) is introduced.
Our proposed NDAHP method holds the distinction
of being the only AHP based method in literature that
is designed to handle actual datasets i.e. data in the
form of crisp values. This makes it novel and more
comprehensive compared to existing AHP methods in
literature as these are only able to handle subjective
information in the form of opinions collected from the
users and decision makers based on their individual
opinions and experiences.

(ii) The NAHP method uses the opinions of experts to
determine the relative importance of each criteria,
whereas our proposed NDAHP method has a step
incorporated into it which is able to convert the crisp
values in actual datasets. Therefore, our proposed
NDAHP method uses an objective weighting mecha-
nism whereas all other existing versions of the AHP,
fuzzy AHP and other fuzzy based AHP method in
literature such as the NAHP and picture fuzzy AHP
uses a subjective weighting method in the process of
determining the weights of the criteria. Furthermore,
the formula used in our method to convert the crisp
values in the real-life datasets to single-valued neutro-
sophic numbers is also able to differentiate between
the beneficial and non-beneficial criteria. This makes
our proposed NDAHP method a very objective one
as the weightage of the criteria and evaluation matrix
are determined in an objective manner using the actual
data collected for the problem, and hence will not
change according to the opinions of the different deci-
sion makers which are subjective. This also makes it
unnecessary to determine the consistency of the evalu-
ation matrix as our method uses an objective weighting
mechanism.

(iii) Through thorough analysis using the Spearman’s rank
correlation coefficient and Pearson’s correlation coeffi-
cient tests, we have proven that our proposed NDAHP
method produces results that are consistent with the
actual results. This clearly indicates that our pro-
posed method is not only an effective decision mak-
ing algorithm but one that is also highly reliable and
accurate.
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